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ABSTRACT 

The rapidly growing and emerging Smart Healthcare Applications (SHA) are reducing the burden on the 

existing healthcare system caused by limited medical infrastructure and increasing number of diseases. 

Bio-inspired anomaly-based detection systems are still affected by false positive rates because the 

approaches are synchronized with user-defined parameters that are unpredictable, resulting in 

convergence rate, discovery and utilization disparities, algorithm complexity, and unrealistic results. One 

of the most well-known and effective nature-inspired swarm intelligence metaheuristic algorithms is the 

Firefly Algorithm (FA). In this work, we propose a Hybridized Firefly Algorithm (HFA) that combines the 

advantages of the FA and Particle Swarm Optimization (PSO). The bio-inspired HFA is designed to 

mitigate Distributed Denial-of-Service (DDoS) attacks in SHA. We compare our algorithm with other 

DDoS attack resistant methods and conclude that our hybrid approach outperforms the existing FAs in 

terms of accuracy, error prediction, and attack detection time. The statistical results demonstrate the 

improved accuracy and effectiveness of our proposed HFA model with a higher accuracy of 94.9%, error 

prediction of 6%, and detection time of 1.12 ms compared to existing DDoS attack detection methods. The 

proposed HFA methodology is a decentralized architecture, more effective, highly reliable, and available 

for real-time SHA in terms of monitoring and detecting attacks. 

Keywords-smart healthcare applications; bio-inspired computing; DDoS attack; firefly algorithm; particle 

swarm optimization; hybridized firefly algorithm 

I. INTRODUCTION  

In today's rapidly evolving world, internet technology is 
maturing and becoming more integrated into people's daily 
lives. People from all walks of life are increasingly concerned 
about medical issues as their lifestyles, health needs, and 
medical perceptions continue to evolve [1]. New medical ideas 
and services have emerged over time due to advances in 
science and technology. In India, the issue of an aging 
population has become a major concern for the government, 
prompting it to take action. In 2019, there were 1.35 billion 
people in India, and those aged 70 and above accounted for 
about 9% of the total population. China's elderly population is 
expected to reach 20% by 2040, a significant increase. As the 
elderly population continues to grow, so does the demand for 
medical services. In addition, the rapid spread of Internet of 
Things (IoT) sensors has greatly affected people's lives. 

Therefore, a more sophisticated and simple service platform is 
needed to ensure people's medical monitoring, but from the 
point of view of simplicity, so that an intelligent medical 
treatment as shown in Figure 1 is feasible [2]. Overcoming the 
time and place limitations of traditional medical services can 
improve the medical care experience [3, 4]. On the other hand, 
service platforms and networked systems are vulnerable to 
cyber-attacks. With interconnected systems and associated 
infrastructure, "cyberspace is an operational area defined by the 
use of technology to exploit information" [5]. The 
vulnerabilities have an impact on network performance, which 
is the ultimate purpose of network management. Therefore, it is 
necessary to take measures to reduce the likelihood of such 
compromises [6]. Cybersecurity techniques, concepts, and 
technologies, including Intrusion Detection Systems (IDS) and 
Intrusion Prevention Systems (IPS), are just a few examples. 
For the most part, these systems focus on identifying possible 
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incidents, logging information about them, and attempting to 
halt or report them to administrators [7, 8]. However, bio-
inspired IDSs identify threats more accurately than 
conventional systems [9]. The Particle Swarm Optimization 
(PSO) method searches for the best solution using agents called 
particles, whose velocities are altered by a probabilistic and 
predictable component [10]. Bioluminescence, which is 
commonly used for sexual selection by living organisms, such 
as fireflies, has inspired some methods [11, 12]. However, bio-
inspired optimization models for vulnerability scanning in 
cyberspace with a self-tuned regular expression and fast 
convergence are sparse [13] Trust mechanisms in real-world 
networks have not been properly designed or implemented, 
according to the authors in [14]. Therefore, this article explores 
various bio-inspired and evolutionary algorithms used for 
attack detection and mitigation on Smart Healthcare 
Applications (SHA) with high optimization. Finally, these 
approaches have become the center of the attraction for the 
researchers or scholars working in various domains including 

the attack detection and mitigation on smart applications. This 
article uses the Hybrid Firefly Algorithm (HFA) method to 
contribute and solve various security vulnerabilities in SHA. 
The key contributions of this paper are as follows: 

 This work uses a previously established firefly and particle 
group optimization scheme to address the security 
complexity and Distributed Denial-of-Service (DDoS) 
attack detection in SHA. 

 The results of the proposed algorithm are compared with 
the Firefly Algorithm (FA) [12], Evolutionary Algorithms 
(EA) [15, 16], and the Bat algorithm [17]. 

 The robustness of the proposed algorithm proves its 
superiority in the convergence rate and optimal results. 

 The numerical analysis shows that the proposed HFA is a 
more robust and trustworthy optimization technique for 
solving security problems in SHA. 

 

 

Fig. 1.  Smart healthcare monitoring scenario. 

A. Related Works 

SHA have recently attracted attention from the networking 
and digital security communities due to their rapid 
technological evolution. The authors in [18] used OpenHAB 2 
to design, develop, and deploy a prototype of a secure wireless 
home automation system. Using a 16-channel relay and an 
Arduino Mega 2560, they interfaced the Arduino Mega 2560 
with OpenHAB software running on a Raspberry Pi Model B. 
An automated smart home prototype was developed using the 
Raspberry Pi as a server remotely controlled by an Android app 
and a web application. The AI4SAFE-IoT architecture 
presented by authors in [19], is primarily designed for IoT edge 
layer infrastructure. This architecture recommends three main 
modules: cyber threat attribution, cyber threat hunting, and 
cyber threat intelligence. Each security module is defined in the 
proposed architecture, and its functionality is demonstrated in 
real-world scenarios against various threats. According to the 

study in [20], many of the attack threats were on standby, just 
waiting for the deployment of the smart IoT devices. As noted 
by the authors in [21], node attacks are usually the most 
difficult to detect. Their approach aimed to address the 
difficulties mentioned in previous studies in order to provide 
low-load secure systems that can be integrated into devices at 
the production stage. According to the authors in [22], a game-
theoretic approach to anomaly detection can be used to combat 
single-attack scenarios. It is possible to construct bio-inspired 
detection mechanisms that use techniques such as feature 
selection for clustering of invasion datasets, as well as 
computational learning approaches such as Complex Tree, 
Naive Bayes, and Support Vector Machine (SVM) classifiers. 
One of these is the Ant Colony Optimization (ACO) algorithm. 
Bio-inspired optimization techniques have been developed 
based on the natural foraging activity of ants [23]. An Ant 
Colony Optimization with Encryption Curve Cryptography 
(ACO-CC-SMIM) is presented in this paper as an effective 
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method to improve the security of medical image management. 
It has also been used to select the most significant features for a 
low complexity IDS [24]. The feature selection results were 
further improved by combining ACO with a feature-weighted 
SVM classifier [25, 26]. Both intrusion detection and data 
mining have used it as an independent bio-inspired method or 
as a combined method with machine learning techniques. The 
fuzz learning method for data clustering with K-means 
grouping as a classifier was used by the authors in [27] to 
reinforce the clustering problem of the first cluster center with 
fast union. Intrusion detection was addressed using the 
Multilayer Perception (MLP) algorithm. Using cross-validation 
with IDS data, the redesigned particle swarm colony was 
merged with Enhanced PSO to improve the optimization 
results and classification accuracy [28]. 

B. Security Attacks on Smart Healthcare Applications  

IoT security, vulnerabilities, and countermeasures need to 
be identified and studied from a human healthcare perspective 
to enable the full use of IoT in the medical healthcare [29]. 
Attackers attempt to steal patient information, deny system 
services, and update data in various healthcare areas. It's 
important to note that there are two types of attackers in SHA, 
internal and external. Internal attackers lurk in the shadows, 
causing damage without being detected. Because of their 
presence within the system, the attacker's identity can be easily 
determined. External attackers are those that operate outside of 
the system. Due to their exclusion from the system, they are 
extremely difficult to identify [21]. Figure 2 depicts their 
malicious behavior after discreetly observing the system's 
processes [30]. DDoS attacks occur when an attacker overloads 
the system's communication channels with unknown traffic, 
preventing other nodes from using the system's resources. They 
typically exploit Network Allocation Vector (NAV) behavior 
by modifying control frame flags [31-33]. This type of attack is 
difficult to detect because IEEE 802.11 nodes do not 
countercheck all control frame flags [34]. In the DDoS attack, 
patient data could be accessed without proper authentication 
and authorization. As a result, the data cannot reach any other 
sensors in the network because the data channel is congested. 
System care providers, network operations, and sensor tasks are 
all compromised by this form of attack. Patient information, 
misleading recipients, misleading information, and a challenger 
repeating the current communication to compromise it are 
some of the ways an attacker can manipulate data in this type 
of attack. The alteration of data can result in the death of a 
patient. Overall, every layer of the network is targeted by a 
DoS attack [7]. 

C. Problem Forumulation 

DDoS attacks flood healthcare networks with malicious 
traffic, overwhelming system resources and rendering services 
inaccessible. Traditional methods for detecting and mitigating 
these attacks suffer from limitations such as high false positive 
rates, inability to adapt to dynamic attack patterns, and 
excessive computational requirements, making them unsuitable 
for resource-constrained healthcare IoT environments. There is 
an urgent need for a lightweight, efficient, and adaptive 
solution that can protect the SHA from DDoS attacks without 
compromising performance or patient care. 

 
Fig. 2.  Various attacks in SHA. 

II. PROPOSED METHODOLOGY 

An HFA model can provide an effective and efficient 
method of protecting SHA from DDoS attacks by monitoring 
and controlling the flow of traffic between networks and 
devices. It enables the identification and mitigation of 
malicious traffic, thereby reducing the impact of DDoS attacks 
on the SHA, as shown in Figure 3. By deploying an HFA 
model, healthcare organizations can ensure the stability and 
security of their applications and provide uninterrupted access 
to healthcare services. Each component of this proposed model 
is discussed in detail below. 

 

 

Fig. 3.  Flow of DDoS attack detection in SHA. 

A. Preprocessing Module  

The primary purpose of this module is to periodically 
collect header information from SHA packets. Using the SHA 
controller, it is possible to send instructions to the switch to 
collect packets, which is a great advantage. If the collection 
interval for DDoS attacks is too long, the system may not be 
able to respond in time because the intrusion will cause 
irreparable damage and system loss. If the collection interval is 
too short, the SHA controller has to process more data, which 
increases the data processing overhead and slows down the 
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data collection process. The SHA controller then uses this 
header information to calculate the latency and packet loss 
rates for the network flow [35]. The results of the experiments 
showed that our network flow model was able to accurately 
detect and classify the flows with a high degree of accuracy.  

B. Feature Extraction Module 

To obtain the network flow characteristics, this module uses 
the packet collection and preprocessing module. It is necessary 
for the hybrid algorithm to know the characteristics of the 
network flow in order to detect DDoS attacks. While attackers 
can use a variety of attack methods to attack a particular 
network flow, there are some rules that apply to most DDoS 
attacks on that particular flow. A DDoS attack can be detected 
based on the characteristics of the network flow during the 
attack. Considering the previous analysis of DDoS attacks, it is 
possible to describe them in six distinct characteristics. These 
characteristics include the duration of the attack, the number of 
packets sent, the source of the attack, the type of attack, the 
victim, and the target. Once the attack is detected, the targeted 
system can be protected from further damage. Finally, the 
source of the attack can be investigated and action can be taken 
if necessary. 

C. Hybridized Firefly Algorithm 

The FA is a problem solver according to the No Free Lunch 
theorem, but it still introduces certain problems. HFAs have 
been created by mixing FA with other algorithms. In the 
present study we propose a new method using the combination 
of PSO and FA to form the HFA illustrated in Figure 4 and 
described in algorithm 1. Hybridization can help improve the 
performance of both algorithms and make them more adaptable 
to different tasks and environments. It can also help reduce the 
complexity of the algorithms, making them easier to implement 
and more efficient. The experiments demonstrated a better 
categorization accuracy compared to other algorithms. The 
proposed HFA with an enhanced mutation function that 
considers both local and global search capabilities. The FA is a 
society approach, where each firefly is treated as a vector 
position in the search area, that is, a perfect solution x: 
C=(cx1,...,cim), where x=1,2,...,ξ, and ξ denotes the total number 
in the firefly community and m denotes the problem's 
dimension, which can be stated as the location of a firefly x. 
The following equation can be used to express the firefly 
brightness or attractiveness: 

�(�) = ��е�	
��      (1) 

Where  ��� is the distance between fireflies x and y, �� is the 

fluorescence brightness or attraction level at distance ��� = 0, 

and L is the light absorption coefficient. The Euclidean distance 
of the fireflies can be expressed as the distance between them. 

��� = ||�� −  ��  || = �∑ (��� −���� ���  )� (2) 

The authors of the original FA suggest that (2) can be 
swapped with the following equation: 

�(�) = ��
��	
��     (3) 

The distance between two fireflies will steadily decrease as 
they attract each other. Equation (4) could be used to substitute 
(2) according to the concept of equivalent infinite substitution, 
reducing the number of calculations and increasing the speed of 
operation. 

�� �� =  �� + ��"�	
�� #�� − ��$ +  %(& − 0.5) (4) 

Using (3) the firefly can travel from location x to a more 
desirable position y, as shown in the following equation: 

�� �� = �� +  ��
��	
�� #�� − ��$ +  %(& − 0.5) (5) 

where n is the current number of observations, and r is a 
random number between 0 and 1 with a uniform distribution 
following the step size factor φ. We provide a population 
diversity-based location update technique to address the issues 
of sluggish convergence and easy fall into optimal solution FA 
values. We also provide an adjustable step size update 
technique to prevent the optimal solution vibration problem and 
increase the optimization accuracy. For each firefly, (5) states 
that it depends on the attraction of other fireflies with high 
fluorescence brightness to itself when updating its position. 
The research reveals that the entire search field can converge to 
the locally optimal after multiple location updates due to the 
absence of randomness in the global search. As indicated in (6), 
this work proposes to quantify group diversity by computing 
the mean distance length from each individual to the group 
center. 

) = �
|*| ∑ +∑ #��� − ��$�����|*|

���   (6) 

Where |,|  is the population size, ��  is the j-dimensional 

component of the mean center of the population, and )  
reflects the diversity index of the n-th generation. The firefly 
location update approach is adjusted based on the diversity 
features discussed earlier. The new location update formula is: 

�� ��  = �� + ��"�	
��   #�� − �� $ + 

                                 �(�� − �- ) + %(& − 0.5) (7) 

In the formula below, .�/�  is the current iteration and .012� 
is the current integer of iterations: 

� = 345�� 3678�
345�.     (8) 

According to (7), the value is relatively large in the early 
stages of the algorithm, and the result obtained is a negative 
number. The firefly will search completely randomly in the 
direction closest to the best, resulting in a more sophisticated 
local search in (8). Both algorithms have proven to be effective 
in solving optimization problems. The hybridization of FA and 
PSO is done by combining the two algorithms into a single 
model. This hybrid model takes advantage of the strengths of 
both algorithms and can be used to produce more efficient and 
more accurate solutions to problems. In the proposed HFA-
PSO algorithm, the main purpose is to obtain reliable results in 
a limited number of evaluations, which is achieved by 
evaluating a fixed number of functions. Particles are able to 
remember their velocity (V) and their personal best spot (9-2*1), whereas fireflies are not able to do so.  
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Algorithm 1: Hybridized Firefly Algorithm 

Input: Firefly population ; = ;�, … , ;  
Output: Malicious nodes and malicious 

nodes (Gbest Solution) 

Begin 

Initialize the population and evaluate the 

fitness value; 

�= ← Select the best solution in the 

Current 

For . ←  1 to Max 
Sort population based on the fitness 

value; 

�=@@A ← BC&DE_GHIJ(�); 
�L@MN3 ← ,"OPQR_GHIJ(�); 
For C ← 0  to number of �=@@A solutions 

For S ← 0  to number of �=@@A solutions  
  If J(�0) > J#�U$ then 

Calculate the attractiveness and 

distance for malicious nodes; 

Update the position; 

 End If 

 End For 

 End For 

 For C ←  0 to number of �L@MN3 solutions 
 Create trivial solution V0(3); 
 Perform the crossover W0(3); 
 Perform the selection �0(3); 
 End For 

� ← �PXYCQ"(�=@@A, �L@MN3); 
�= ← Select the best solution in the 

current; 

. ←  . + 1; 
End For 

End Begin 

D. DDoS Attack Detection Model  

The preprocessing module is a module that collects and 
preprocesses the packets. Since the characteristics of network 
attack flows are different from those of normal network flows, 
attack detection is considered as a classification task. The 
feature extraction module extracts the features of the network 
flows. Finally, the data samples are used to train the attack 
module. Figure 4 depicts the DDoS attack detection process 
using HFA. The HFA training model is used to detect and 
export the impact of a DDoS attack on the system's network 
flows. An input layer with convolutions is placed on top of a 
pool layer and is followed by a fully connected and an output 
layer. It is necessary for the input layer to accept the data that 
will be used for the detection process. There are several layers 
involved in this process; the first is the density layer, whereas 
the second is the fully connected layer, in which complete 
graphs are assembled using the weight matrices. The PSO 
algorithm has a time complexity of Z(Q[),  where n is the 
number of variables in the problem. This means that as the 
number of variables increases, the algorithm's execution time 
also increases exponentially. The HFA has a time complexity 
of Z(Q�), which is significantly lower than the time complexity 

of the PSO algorithm .  This means that the HFA is more 
efficient and computationally faster than the PSO algorithm for 
problems with an increasing number of variables. 

 

 

Fig. 4.  Flow of the HFA. 

III. RESULTS AND DISCUSSION 

This section discusses the results of the algorithms used to 
detect attacks on the KDD Cup’99 dataset [7, 8]. A table and a 
graph are used to compare three different methods: the HFA, 
the FA, the EA, and the Bat algorithm. When it comes to 
testing anomaly detection algorithms, the most commonly used 
dataset is the KDD Cup'99. There are about 4 terabytes of raw 
(binary) TCP dump data, which can be translated into about 5 
million programs, each about 100 bytes in size. The data from 
the two weeks of testing contain approximately 2 million 
records. There are 4,900,000 individual connection vectors in 
the training dataset, each with 41 features and designated as 
either regular or an attack, each with a specific type of attack. 
The results are compared through a simulation experiment with 
diverse network scenes. The efficiency of the HFA approach is 
evaluated using the simulation results of Contiki OS and Cooja 
simulator. Contiki OS and Cooja simulator provide an efficient 
way to detect and mitigate DDoS attacks in SHA. They are 
designed to ensure that SHA remain secure and available at all 
times. In our experiments, networks with a given number of 
DDoS nodes are randomly distributed in a 1000×1000 area. 
The number of cognitive nodes is 50,100,…,500. The cognitive 
radio nodes are initially randomly positioned in the given 
location. The attack was successful in retrieving sensitive data 
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from a medical system, highlighting the importance of 
protecting medical systems from malicious actors. 

A. Performance Evaluation 

We use test set vectors to construct some common metrics 
for evaluating our technique [36]. Before we discuss these 
metrics in detail, let's review some of the metrics that were 
used to calculate them:  

 True Positive (TP): The mean of the successful simulation 
vectors that were correctly predicted as successful 
simulations. 

 True Negative (TN): The mean of the unsuccessful test 
vectors that are correctly predicted as unsuccessful 
simulations. 

 False Positive (FP): The mean of the vectors that were 
incorrectly predicted as successful simulations.  

 False Negative (FN): The mean of the vectors that were 
incorrectly predicted as unsuccessful simulations. 

We calculated the most well-known measures for 
evaluating classification algorithms using these metrics: 

 Accuracy: This is the performance metric that measures 
how well a model's predictions align with the true 
outcomes. 

\OO]&HO^ = 3_�3`
3_�3`�a_�a`   (9) 

 Percentage of error prediction: This is the performance 
metric that measures the percentage of incorrect detections. 

% PJc&&d = Lef gh
` ∗ 100   (10) 

where N is the number of sample nodes provided as input 
and j&PQkd are and the incorrect predictions generated by 

the network. 

 Attack detection time: This is the performance metric that 
refers to the time it takes to detect the attack and it is 
measured as follows. 

l10�2 = ∑ llP,0 ∗ .CX" mno0p 0��   (11) 

where llP,0  is the number of DDoS nodes and 
.CX" mno0p is the time taken to identify attacks. 

1) Accuracy 

Table I shows the results of attack detection accuracy, 
which is one of the most basic and fundamental performance 
indicators of any type of network. The attack detection 
accuracies for the four bio-inspired approaches are compared in 
Figure 5. It can be observed that the detection accuracy is not 
linear. In addition, the attack detection accuracy of HFA is 8% 
better than that of FA, 14% better than that of the EA, and 19% 
better than that of the Bat algorithm. 

2) Error Prediction 

Table II and Figure 6 show the comparison of error 
prediction. When a network is composed of both trusted and 
untrusted nodes, the percentage of error prediction does not 

increase accordingly, as was previously observed [2]. For all 
four methods the percentage of error prediction increases as the 
number of nodes increases. However, when HFA is used, the 
increase in the number of nodes seems to have less impact than 
for the other methods. This can also reduce the risk of system 
failures by addressing them before they become major 
problems. 

TABLE I.  RESULTS OF ATTACK DETECTION ACCURACY 

No of 

DDoS 

nodes 

Detection accuracy (%) 

HFA FA EA Bat 

50 94.9 92 90 88.23 

100 93.15 91.75 88.15 86.54 

150 92.08 90.89 87.58 85.12 

200 91.05 89.85 86.55 84.56 

250 90.23 88.23 85.25 83.25 

300 89.25 87.55 84.32 82.14 

350 88.15 86.15 83.15 81.05 

400 87.05 85.08 82.03 80.26 

450 86.55 84.05 81.16 79.85 

500 85.62 83.15 80.05 78.56 

 

 

Fig. 5.  Graph for attack detection accuracy. 

TABLE II.  RESULTS OF ERROR PREDICTION 

No of 

DDoS 

nodes 

Error prediction (%) 

HFA FA EA Bat 

50 6 11 18 22 

100 14 19 24 34 

150 20 24 30 40 

200 29 36 34 44 

250 36 43 47 53 

300 41 54 58 62 

350 48 59 63 71 

400 54 67 69 79 

450 59 72 78 84 

500 62 79 84 91 
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Fig. 6.  Graph for error prediction. 

3) Detection Time 

In addition to the most important metrics, accuracy and 
error prediction, the time to detect an attack is a key element to 
investigate during the security design. Table III and Figure 7 
present the detection time for the four algorithms. It can be 
observed that as the number of DDoS nodes increases, the 
detection time also increases, and as a result, the number of 
DDoS nodes depends on the detection time. The average 
detection time for 50 DDoS nodes was 1.12 ms with HFA, 1.69 
ms with FA, 2.89 ms with EA, and 3.12 ms with Bat algorithm. 
The results indicate that HFA significantly reduces the 
detection time by 23% compared to the other algorithms. 

 

 

Fig. 7.  Graph for detection time. 

TABLE III.  RESULTS OF DETECTION TIME 

No of 

DDoS 

nodes 

Detection time (ms) 

HFA FA EA Bat 

50 1.12 1.69 2.89 3.12 

100 1.68 2.26 3.48 4.26 

150 2.25 3.45 4.25 5.26 

200 2.89 4.56 5.69 6.89 

250 3.48 5.26 6.89 7.56 

300 3.98 5.98 7.85 8.03 

350 4.15 6.78 8.45 8.91 

400 4.86 7.26 8.98 9.12 

450 5.89 7.98 9.25 9.35 

500 6.78 8.45 9.65 9.89 
 

IV. CONCLUSION 

In order to improve patient care and protect the patient's life 
in case of emergency, sensors are used in smart health 
monitoring and send the latest information about the patient's 
health. The security and privacy of Smart Healthcare 
Applications (SHA) are highly crucial due to various types of 
threats and attacks. Existing attack detection methods are 
mostly dependent on high cost and detection time. In this study, 
a traffic preprocessing strategy is proposed to detect 
Distributed Denial-of-Service (DDoS) attacks and to increase 
the detection accuracy of the system. This article mainly 
focuses on hybrid bio-inspired approaches for a huge diversity 
of DDoS attack detection and mitigation on SHA with 
excellent attack detection rates. We propose a Hybridized 
Firefly Algorithm (HFA) mechanism to detect and mitigate 
DDoS attacks on the SHA environment in real time. The 
proposed algorithm demonstrated the highest accuracy in 
detecting and mitigating DDoS attacks with 94.9%. The error 
prediction of 6% and the detection time of 1.12 ms are the best 
among all the existing attack detection methods. We have 
demonstrated that the HFA monitors and detects the DDoS 
attacks with less complexity and higher accuracy. The 
statistical results show that our proposed hybridized method 
provides the best results for DDoS attack detection and 
prevention for SHA. In the future, we intend to design and 
develop various hybridized bio-inspired models for monitoring, 
detecting, and preventing the various types of known and 
unknown attacks on smart Internet of Things (IoT) applications 
in real-time infrastructure with improved performance and low 
complexity. 
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