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ABSTRACT 

The Semantic Web enhances data interoperability and enables intelligent information retrieval through 

structured data representation. However, challenges remain in achieving high precision in semantic 

search. This paper uses the Continuous Bag of Words (CBOW) model to enhance semantic search 

precision. By generating rich word embeddings, CBOW enables a better understanding of contextual 

relationships among terms within semantic queries. Our approach has been evaluated using the websites 

intended to be used as a sample for testing the efficiency of semantic information retrieval, demonstrating 

significant improvements in search precision compared to traditional methods. The findings indicate that 

integrating CBOW into semantic search frameworks can lead to more relevant and accurate search 

results, paving the way for future advancements in Semantic Web technologies. 
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I. INTRODUCTION  

The Semantic Web represents a significant evolution of the 
internet, enabling machines to process and understand data in a 
meaningful way. Linking structured data across various 
domains enhances the potential for intelligent information 
retrieval and data integration. The Semantic Web facilitates 
data sharing and reuse across applications, enterprises, and 
communities by improving the web with semantic annotations 
[1, 2]. However, despite these advancements, achieving high 
precision in semantic search remains a critical challenge [3, 4]. 
Current semantic search systems often struggle to accurately 
interpret user queries and provide relevant results, leading to 
inefficiency and user frustration [5]. Addressing this challenge 
is crucial to realizing the full potential of the Semantic Web. 
One promising approach to improve semantic search precision 
is the integration of Natural Language Processing (NLP) 
techniques. The Continuous Bag of Words (CBOW) model, a 
prominent NLP technique, offers a promising solution to this 
problem. By generating dense vector representations of words 
based on their context, CBOW captures semantic relationships 
and nuances that traditional keyword-based search methods 
may overlook [6]. 

This study reviews existing work on semantic search 
methodologies [7], highlights the limitations of current 
approaches [2], and discusses the role of word embedding 
models, particularly CBOW, in enhancing semantic search [6]. 
Despite progress in semantic search, several challenges need to 
be addressed to improve performance. Semantic search systems 
aim to improve the retrieval of relevant information by 
understanding user intent and the context of queries. 
Traditional keyword-based search methods often fail to address 
human language's complexities and web data's rich semantics 
[8]. Recent advancements in semantic search have focused on 
leveraging structured data and ontologies to improve precision 
and relevance. For instance, an ontology-based semantic search 
framework was proposed that uses ontological hierarchies to 
enhance query understanding and result ranking. However, 
such approaches may still struggle with ambiguities and the 
semantic variance of natural language. To further improve the 
effectiveness of semantic search systems, several key 
challenges must be overcome:  

 Ambiguity in Queries: Users often formulate queries with 
ambiguous terms, which can lead to irrelevant results. This 
issue necessitates robust disambiguation techniques to 
enhance search precision. 

 Heterogeneous Data Sources: Integrating data from diverse 
sources can introduce inconsistencies and reduce the overall 
precision of search results. 

 Scalability: As the volume of web data grows, maintaining 
search efficiency and precision becomes increasingly 
tricky. 

Recent studies have shown that word embedding models, 
including Word2Vec, GloVe, and FastText, can significantly 
enhance semantic search performance by capturing contextual 
word relationships [6, 9, 10]. These models generate dense 

vector representations of words that reflect their meaning with 
respect to each other. The success of these models highlights 
the potential of word embeddings to improve semantic search 
capabilities. The CBOW model, a variant of the Word2Vec 
algorithm, leverages context to predict target words, making it 
well suited for capturing nuanced word semantics. Research 
has demonstrated the potential of CBOW to enhance various 
NLP tasks, such as sentiment analysis and document 
classification [11]. Despite the success of word embedding 
models, the integration of CBOW to semantic search 
frameworks is an underexplored area. Most current approaches 
either stick to traditional keyword-based methods or fail to 
fully exploit the potential of embeddings for semantic search. 
This paper addresses this research gap by showcasing how 
CBOW can be effectively incorporated into semantic search 
systems to significantly improve the precision and relevance of 
results. 

II. METHODOLOGY 

This section describes the methodology used in this study to 
integrate the CBOW model into the semantic search 
framework. The process consists of two main components: the 
first stage is the data preparation stage, and the second stage is 
the use of CBOW word embedding structures for information 
retrieval. In addition, the evaluation of the methodology is 
presented. 

A. Data Preparation 

At this stage, randomly selected words from websites are 
collected and used as a sample to measure the efficiency of 
semantic information retrieval. The data were collected using a 
crawler and stored in the database (https://drive.google.com/ 
file/d/1o8sXYbg-BmkdOs1umDyFOVAut1K_xVWL/view?us 
p=drive_link). Figure 1 demonstrates the steps of this stage. 

 

 

Fig. 1.  Data preparation steps. 

B. Use of CBOW for information retrieval 

At this stage, the CBOW method is used to represent words 
as vectors to obtain the similarity between the search query 
word and the results retrieved from the database, and to 
evaluate the relevance of the results to the word. The stage is 
divided into the following steps, as shown in Figure 2. 
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Fig. 2.  Steps of word embedding (CBOW) for information retrieval. 

1) First Step 

In this step, the method for building word embeddings 
(Word2vec) is clarified and the structure of word representation 
as vectors to retrieve related words (CBOW) is explained. A 
vector is formed from the words in the sentence, excluding all 
special symbols, identifiers, and conjunctions. A word is 
selected from the words in the vector, and the word 
'comprehensive' has been selected. Figure 3 shows the structure 
of the representation of words as vectors. 

 

 

Fig. 3.  Structure of the representation of words as vectors (CBOW). 

The query consists of multiple words. First, the feature 
vector of each word is calculated by multiplying the vector of 
the word ��  by the embedding matrix �� , which is retrieved 
from the previous word embedding stage (Word2vec), as 
shown in (1). Then, the average of the vectors is calculated to 
obtain a single vector representing the user's query. 

����	
  �� �
�

�
∑ ����    �1� 

where ��  � � �, �, … � ��  is the word embedding for 
the word �� , which can be learned by the CBOW architecture 
[12]. 

 

 

2) Second Step 

This step explains the mechanism for retrieving the most 
relevant words from the database and the method for finding 
the similarity ratios between words. Cosine similarity is 
generally easier to compute than other distance metrics and is 
widely used in Word2vec. It is a normalized dot product of two 
vectors and this ratio defines the angle between them as shown 
in (2). A cosine similarity of 1 means that the two vectors have 
the same direction, while a cosine similarity of 0 means that the 
vectors are at a 90-degree angle to each other. A cosine 
similarity of -1 means that the vectors are opposite to each 
other, regardless of their magnitude. 

�����, �� � cos�!� �  
".$

‖"‖‖$‖
   (2) 

All search queries are converted into semantic vectors using 
word embedding techniques. The cosine similarity between the 
vectors is then calculated to find the most relevant topic to the 
query [12]. Then, using a code written in Python, the similarity 
results are sorted and indexed the from the highest to the lowest 
similarity score. After that, the existing data in the database are 
accessed to retrieve the appropriate words related to the topic 
of the query. 

3) Third Step 

In this step, the mechanism for ordering the results with a 
similarity percentage greater than 0.04 is clarified, followed by 
the presentation of the results according to the similarity 
percentage. In this study, a minimum similarity threshold of 
0.04 was adopted to achieve the highest accuracy in retrieving 
related words and the highest recall rate. Therefore, any 
similarity results lower than 0.04 are excluded from the query 
results and the results are ranked from highest to lowest. 

C. Evaluation 

The performance is evaluated in terms of precision, recall, 
and F score. High recall indicates high coverage of the system. 
Precision represents the correctness of the results, as shown in 
(3), which is the ratio of relevant retrieved words to the total 
number of relevant as well as irrelevant words retrieved [12]. 

Precision �
+,-,./01 23+45 ∩ +,1+,7.,4 23+45

+,1+,7.,4 23+45
  (3) 

Recall represents the completeness of coverage as shown in 
(4), meaning the ratio of the number of relevant words 
retrieved to the total number of all possible relevant words 
[12]. 

Recall �
+,-,./01 23+45 ∩ +,1+,7.,4 23+45

+,-,./01 23+45
   (4) 

The F1 score is the harmonic mean of precision and recall, 
as shown in (5) [12]. 

F � 2 =
>+,?75730 = @,?/--

>+,?75730 A @,?/--
    (5) 

III. RESULTS 

The dataset, which initially contained 194 queries, was 
processed to remove duplicates and irrelevant queries. Ten 
random queries were then selected to test the proposed system. 
Word embedding was used to transform the user queries and 
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words into vectors, and the cosine similarity between the 
vectors was calculated. This enabled the retrieval of related 
words associated with the presented concept as results. Table I 
shows the retrieved words, including their index and similarity 
ratio. 

TABLE I.  RESULTS OF THE HIGHEST SIMILARITY RATIO 
FOR RETRIEVED WORDS RELATED TO THE QUERY 

No 
The retrieved word 

relevant to the query 
Similarity 

The index 

specific to the 

word 

1 comprehensive 0.06599839 140 

2 comprehensive 0.06599839 131 

3 comprehensive 0.06599839 122 

4 comprehensive 0.06599839 113 

5 standings 0.040465258 143 

 
The performance of the semantic search tool is measured by 

precision, recall, and F-score. The retrieved words are used to 
calculate precision and recall, as well as the F-score, when the 
similarity ratio is greater than or equal to 0.04, as shown in 
Table II and Figure 4. 

TABLE II.  RESULTS OF PRECISION, RECALL, AND F FOR 
RELEVANT QUERIES AFTER SEARCHING TEN QUERIES 

AS A SAMPLE WITH A SIMILARITY THRESHOLD 
GREATER THAN OR EQUAL TO 0.04 (>= 0.04) 

No Words 

Νumber 

of 

retrieve

d words 

Νumber 

of 

relevant 

words 

Precision 

(%) 

Recall 

(%) 

F1 

score 

(%) 

1 comprehensive 4 4 100 100 100 

2 operator 7 6 85.7 100 92 

3 comparison 4 4 100 100 100 

4 elements 4 4 100 100 100 

5 parameter 11 8 72.7 100 84 

6 sports 4 4 100 100 100 

7 scores 4 4 100 100 100 

8 news 25 10 40 100 57 

9 technology 16 3 18.7 100 32 

10 media 3 3 100 100 100 

Average 82 100 87 

 

 
Fig. 4.  Precision, recall, and F value for testing a similarity ratio (>=0.04). 

IV. DISCUSSION 

The results of testing the proposed semantic search system 
on a dataset of 194 queries, with 10 random queries selected for 
evaluation, provide valuable insights into the system's 
performance in terms of similarity, precision, recall, and the F1 

score. Here's a breakdown of the process and key findings from 
the results: 

A. Data Preprocessing and Word Embedding 

After preprocessing the dataset by removing duplicates and 
irrelevant queries, word embeddings were employed to 
transform user queries and their corresponding words into 
vectors. The cosine similarity between these vectors was 
calculated to determine the semantic closeness between the 
queries and retrieved words. Cosine similarity is a standard 
measure used in semantic search to assess how similar two-
word vectors are, based on the angle between them, with values 
ranging from -1 to 1, where 1 indicates identical vectors. 

For example, in Table 1, the highest similarity word 
retrieved was "comprehensive," with a similarity score of 
0.06599839 across multiple indices. This low similarity ratio 
suggests a potential limitation in the model's ability to clearly 
distinguish between closely related words, which is expected in 
semantic searches that rely on general word embeddings. 

B. Precision and Recall Calculation 

The system's performance in retrieving relevant words for 
the selected queries was evaluated using standard information 
retrieval metrics: 

 Precision: The proportion of retrieved words that are 
relevant. 

 Recall: The proportion of relevant words retrieved out of all 
relevant words in the dataset. 

 F1 score: The harmonic mean of precision and recall, 
providing a balanced performance measure [7, 13]. 

Table II presents the precision, recall, and F1 scores at a 
similarity threshold of 0.04, meaning that only words with a 
cosine similarity score of 0.04 or higher were considered 
relevant for the given queries. Let's delve into these metrics: 

1) High Precision and Recall in Some Queries 

Several queries showed high precision and recall values, 
reflecting the system's ability to retrieve highly relevant words 
in those instances. For words such as "comprehensive," 
"comparison," "elements," "sports," and "media," the precision 
and recall were both 100%, resulting in an F1 score of 1.0. This 
indicates that every retrieved word was relevant, and that all 
relevant words were retrieved. This is a positive outcome, 
indicating that the model effectively captures the semantic 
meaning in specific queries and retrieves appropriate results 
with high confidence. 

2) Performance Challenges in Some Queries 

However, the system's performance was weaker for other 
queries, such as "news", "technology," and "parameter", where 
the precision dropped significantly: 

 For the query "news," while the recall was 100%, the 
precision was 40%, indicating that many retrieved words 
were irrelevant to the query. The F1 score of 0.57 reflects 
the imbalanced nature of these results. 
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 For "technology," the precision was even lower, at 18.7%, 
with an F1 score of 0.32, showing significant noise in the 
retrieved words despite the high recall. 

This suggests that the model struggles with more complex 
or ambiguous queries, where the semantic relationships 
between words may be more nuanced or context-dependent. 
Relying on a fixed similarity threshold may also result in 
retrieving words that share surface-level similarities but are 
semantically distant in context. 

3) Implications of Similarity Threshold 

The similarity threshold of 0.04 seems relatively low and 
possibly contributes to the retrieval of irrelevant words. For 
instance, words with similarity scores just above this threshold 
may not be contextually relevant, even if their vector 
representations show minimal differences. Increasing the 
threshold could improve precision by filtering out less relevant 
words, although this may come at the cost of lower recall, as 
fewer words are retrieved overall. A balance between precision 
and recall must be considered when choosing the optimal 
similarity threshold for the search system. 

C. Overall Semantic Search Tool Performance 

The semantic search tool performs well in contexts where 
there are clear and strong semantic relationships between query 
terms and retrieved words. However, for more ambiguous or 
diverse queries, such as "technology" and "news", the system's 
performance degrades and precision drops significantly. This 
suggests that while the system can effectively handle 
straightforward or well-defined queries, it may struggle with 
queries that require deeper contextual understanding or involve 
multiple possible interpretations. 

D. Potential Areas for Improvement 

Several enhancements can be considered to improve the 
system's overall performance: 

 Dynamic similarity threshold: Adjusting the threshold 
based on the query's complexity instead of a fixed similarity 
threshold could improve the balance between precision and 
recall. 

 Contextual word embeddings: Leveraging more advanced 
contextual models such as BERT or GPT-based 
embeddings could help better capture the nuanced 
meanings of words in different contexts, leading to 
improved accuracy for ambiguous queries. 

 Query expansion: Incorporating query expansion 
techniques could retrieve semantically related terms, 
enhancing precision by considering a broader set of 
contextually relevant terms [14]. 

 Ontological integration: Integrating domain-specific 
ontologies could improve the system's understanding of 
complex queries in specific fields, leading to more targeted 
and relevant search results. 

The test results highlight both the strengths and limitations 
of the current semantic search tool. While it successfully 
retrieves relevant results for some queries, it struggles with 
more complex or ambiguous queries. By refining the similarity 

threshold and incorporating more advanced contextual 
understanding, the system could further enhance its precision 
and provide more reliable results across a broader range of 
queries in the future. 

V. IMPLICATIONS OF FINDINGS AND 

LIMITATIONS 

The improved precision suggests that semantic search 
systems can benefit from adopting CBOW-based approaches. 
This would lead to better user satisfaction and more effective 
information retrieval. Additionally, this methodology can be 
extended to other NLP applications within the Semantic Web, 
such as entity linking and recommendation systems. 

Some limitations have been made when applying our 
approach: 

 Domain Dependency: CBOW's performance may vary 
across different domains, potentially affecting the 
generalizability of the results. 

 Scalability: The computational cost of training CBOW on 
large datasets can be a challenge in real-time applications. 

VI. CONCLUSION AND FUTURE WORK 

This paper presents a novel approach to enhance semantic 
search precision by integrating the Continuous Bag of Words 
(CBOW) model. Our experiments demonstrated significant 
improvements in search results, highlighting the effectiveness 
of CBOW in capturing semantic relationships within the data. 
In this paper, we reached the following conclusions: 

 Using the CBOW architecture has increased the efficiency 
of semantic search. 

 Presenting the search results verified that more relevant 
results can be obtained for the research topic. 

 Using open-source resources in software design and 
development facilitates the software development process, 
especially in the long run. 

 It greatly reduced time and cost by presenting results 
related to the search terms and excluding results not related 
to the meaning of the words. 

By achieving a recall of 100%, the approach adopted in this 
paper outperformed the algorithms used in [15], where the 
maximum recall achieved was 98%. However, the proposed 
approach falls short in precision and F1 score compared to the 
results reported in [15]. Additionally, the approach in this paper 
surpasses the algorithm used in [12] in terms of precision, 
recall, and F1 score. Overall, our research contributes to the 
ongoing efforts to improve semantic search capabilities within 
the Semantic Web, paving the way for more intelligent and 
effective information retrieval systems. 
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