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ABSTRACT 

This study investigates the application of machine learning algorithms for detecting Low-Rate Denial-of-

Service (LDoS) attacks within Software-Defined Networks (SDNs). LDoS attacks are challenging to detect 

due to their similarity to normal network behavior. This study evaluates the performance of algorithms 

such as Logistic Regression (LR), K-Nearest Neighbors (KNN), and BIRCH clustering in this challenge. 

The results show that the LR and BIRCH algorithms outperformed other approaches, achieving a 

detection accuracy of 99.96% with minimal false positive and negative rates. The models demonstrated a 

fast detection time of 0.03 seconds, highlighting the potential of machine learning to improve SDN security. 

The study recommends future work to validate these findings in real-world environments to strengthen 

security systems. 
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I. INTRODUCTION  

The proliferation of Internet services has greatly increased 
cyber security challenges. This has made it necessary to 
implement strong measures to protect systems, devices, 
networks, and electronic data from unauthorized access. 
Machine learning offers a transformative approach to enhance 
cyber security, providing interactive and cost-effective 
solutions. In particular, machine learning plays a key role in 
Intrusion Detection Systems (IDS), monitoring network traffic 
for malicious activities and alerting systems to potential 
intrusions. In Intrusion Prevention Systems (IPS), machine 
learning helps detect and mitigate attacks by identifying 
malicious packets, resetting connections, and blocking harmful 
traffic. However, the effectiveness of machine learning in these 
systems depends on having accurate and comprehensive data 
that reflects the entire network environment. 

Low-Rate Denial of Service (LDoS) attacks are more 
harmful and difficult to detect. Traditional DoS attacks involve 
many data packets, which can cause anomalies in the statistical 
characteristics of network traffic to be detected [1-3]. In 
contrast, LDoS attacks have reduced average network traffic, as 
attackers do not need to maintain a high attack rate. Instead, 
they periodically send short-burst traffic to the victim [4, 5]. 
Therefore, only a few attack packets, which reduce victims' 
throughput, can cause large-scale and long-term network 
paralysis. Additionally, a single LDoS attack flow disguised as 
a legally-formed pulse flow exhibits the same basic 
characteristics as normal traffic. Its average packet rate is low, 
10-20% of normal data traffic, and it often submerges in 
normal traffic, making it difficult to detect [6]. 

An LDoS attack is a type of Denial of Service (DoS) attack. 
A DoS attack is an older form of network attack that usually 
uses a botnet to flood the network with data packets. This 
paralyzes the network and uses up a large amount of its 
resources. However, with advances in network security, many 
devices can now quickly detect DoS attacks and then take 
action to defend against them. New DoS attack types have been 
developed to avoid detection and increase attack effectiveness, 
such as LDoS attacks. Unlike DoS attacks, an LDoS attack is a 
more targeted and precise attack. It exploits vulnerabilities in 
network protocols to launch attacks and often achieves superior 
impact at a lower attack cost [7]. The pulses emitted by an 
LDoS attack are periodic rather than persistent. The average 
rate of an LDoS attack is very low. Therefore, an LDoS attack 
has superior concealment and a variable attack approach, which 
hinders the detection by current network security mechanisms.  

Despite the significant threat posed by LDoS attacks, 
current studies and detection methods focus primarily on high-
rate DoS attacks, leaving a notable gap in strategies for 
identifying and mitigating them in modern Software-Defined 
Networks (SDNs). The limited studies addressing LDoS 
attacks in SDNs often lack comprehensive machine-learning 
approaches tailored to this purpose. This study aimed to bridge 
this gap by evaluating various machine learning models to 
improve LDoS detection in SDNs, providing a detailed 
comparison with existing methods to showcase advances in 
accuracy and efficiency. Different scenarios are explored to 
assess the performance of machine learning models, such as 
Logistic Regression (LR), K-Nearest Neighbors (KNN), and 
BIRCH clustering, for LDoS attack detection, aiming to 
contribute valuable insights into network security in SDNs. 
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II. RELATED WORKS 

Research on DoS attack detection covers a wide range, 
mainly focusing on traditional rather than LDoS attacks. 
Despite the potential of LDoS attacks to severely disrupt 
critical network links that handle command, control, and data 
simultaneously, limited exploration has been made in this area. 
Most previous studies have focused on identifying LDoS 
attacks in conventional networking environments, with 
minimal investigation of their detection in SDNs using 
advanced artificial intelligence techniques. Therefore, there is 
an urgent need for research to evaluate the applicability of 
machine learning methods specifically designed to detect LDoS 
attacks in SDN contexts. Various studies have proposed 
different approaches in this field. This summary presents the 
accuracy, precision, recall, and F1-score metrics of previous 
studies on different machine learning algorithms used to detect 
LDoS attacks in SDNs. In [8], various machine learning 
algorithms were compared, including backpropagation neural 
networks, achieving high-performance metrics. In [9], the focus 
was on QS minimization attacks in SDNs using Multilayer 
Perceptron (MLP). In [10], the AdaBoost algorithm was 
applied to traditional networks. In [11], the unsupervised 
BIRCH algorithm was used to detect LDoS attacks, and in 
[12], LR was used for the same purpose. In [13], K-Nearest 
Neighbors (KNN) was applied for LDoS attack detection. In 
[14], Convolutional Neural Networks (CNNs) were used for 
LDoS attack detection. In [15], the role of various artificial 
intelligence and machine learning algorithms in wireless 
network security was explored. Table I presents a comparative 
analysis of each method. Feature-based methods for detecting 
LDoS attacks can effectively distinguish between normal and 
attack traffic through machine learning and data mining. 
However, selecting features and training models requires 
significant computational resources and time, necessitating 
simpler methods or models to detect various types of LDoS 
attacks. Detection methods based on the time-frequency 
domain are limited by the Fourier transform's inability to 
handle non-periodic signals or those with time constraints, and 
selecting an appropriate wavelet basis function is crucial for 
improving detection accuracy.  

TABLE I.  SUMMARY OF RESEARCH STATUS ABOUT 
DETECTION METHODS. 

Algorithm Accuracy Precision Recall F1-Score 

BP 98.9 98.1 97.94 98.12 

LR 99.94 99.94 99.94 99.94 

MLP 99.92 99.94 99.91 99.93 

KNN 99.87 99.92 99.86 99.89 

BIRCH 99.82 99.74 99.94 99.84 

 
Table I provides a performance comparison of several 

machine learning algorithms based on key metrics. The 
comparison highlights the effectiveness of each algorithm in 
detecting LDoS attacks. Previous studies have employed a 
variety of techniques, including LR, KNN, and BIRCH 
clustering, with varying levels of success. The results of this 
study demonstrate that the LR and BIRCH algorithms 
consistently outperform other methods in terms of accuracy 
and recall, making them highly effective in mitigating LDoS 
attacks.  

III. MACHINE LEARNING TECHNIQUES 

Machine learning techniques are pivotal in modern data 
analysis, being an appropriate choice to identify network 
intrusions by acquiring traffic characteristics [16]. 

A. Supervised Learning 

Supervised learning involves training a model on labeled 
data to make predictions or decisions. 

 SVMs are effective for classification tasks, finding the 
optimal hyperplane that separates classes into high-
dimensional spaces. 

 RF is a versatile ensemble learning method that constructs 
multiple decision trees and merges them to improve 
accuracy and robustness. 

 Neural networks mimic the human brain's interconnected 
neurons and are used for complex pattern recognition tasks, 
ranging from image and speech recognition to natural 
language processing. 

B. Unsupervised Learning 

Unsupervised learning deals with unlabeled data, 
identifying patterns and structures without prior knowledge. 

 K-means clustering partitions data into clusters based on 
similarity, optimizing centroids to minimize intracluster 
variance. 

 Isolation Forest is an anomaly detection method that 
isolates anomalies by randomly partitioning data into 
subsets, efficiently identifying outliers. 

 Principal Component Analysis (PCA) reduces data 
dimensionality while preserving variance, aiding in 
visualization and feature extraction. 

C. Reinforcement Learning (RL) 

RL focuses on decision-making and learning through 
interaction with an environment. RL techniques can 
dynamically learn the best strategies to detect and respond to 
anomalies in SDNs, where network conditions frequently 
change. These machine-learning techniques provide advanced 
analytical and decision-making capabilities in complex SDN 
environments. 

IV. PROBLEM STATEMENT 

The number of studies that focus on detecting DoS attacks 
is significantly greater than those targeting LDoS attacks, 
despite the substantial damage they can cause, particularly 
when directed at a shared link that handles both command and 
control data along with regular network traffic. In addition, 
previous studies predominantly addressed LDoS attacks within 
traditional networking environments, with very few studies 
extending to SDN networks and employing sophisticated 
intelligence algorithms, particularly artificial intelligence ones. 
This study aims to explore the feasibility of utilizing machine 
learning techniques to detect LDoS attacks in SDN networks. 
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A. Significance of Research 

The importance of this research is underscored by several 
key factors: Most studies predominantly focus on detecting 
high-rate DoS attacks, with relatively few addressing LDoS 
ones. Despite being less prominent, LDoS attacks pose 
significant dangers. From a technological standpoint, SDNs 
play a pivotal role in modern infrastructure, fostering rapid 
growth and enhancement of existing services and applications. 
In this context, machine learning techniques are indispensable 
for analyzing traffic patterns and detecting anomalies that may 
signal attacks. By harnessing the collective features within 
network data, these techniques enable precise identification of 
potential threats. 

B. Research Hypotheses 

The Transmission Control Protocol (TCP) is fundamental 
to the Internet, as it serves as the primary protocol for data 
transmission across a vast array of Internet services and 
applications. Figure 1 shows the network topology used to 
assess the efficiency of data exchange between devices H1 and 
H5 through TCP. In this network topology, the communication 
channel is fully utilized to monitor packet delivery. 
Simultaneously, the iperf tool calculates productivity metrics in 
one-second intervals. This provides essential network 
performance metrics under normal operating conditions and 
during an attack scenario using UDP. Machine learning models 
are then trained to distinguish between these two network 
states. Considering scenarios where legitimate devices use 
UDP, they could inadvertently mimic malicious traffic patterns. 
Thus, additional scenarios are examined where devices H2 or 
H3 communicate with H4 using UDP. The features extracted 
from these communications are incorporated into the dataset to 
train the machine learning model to differentiate between 
natural network operations involving TCP or UDP and 
instances where attacks exploit both protocols simultaneously. 

 

 

Fig. 1.  The network topology used. 

C. Summary of the Two Scenarios Described 

 Scenario 1 involves H1 and H5 for TCP data exchange, 
with potential attackers being H2, H3, or both. 

 Scenario 2 includes five users, where H1 and H5 manage 
TCP data exchange. Additionally, one of H2 or H3, along 
with H4 use UDP for communication and data exchange. 
Attackers in this scenario are represented by the other of H2 
H3. Machine learning algorithms will be used to evaluate 
the outcomes in both scenarios. 

V. RESEARCH METHOD 

Mininet was used to evaluate the performance of machine 
learning algorithms in LDoS attack detection in an SDN [17]. 
In this setting, a network of virtual machines, switches, 
controllers, and connections can be created. Mininet provides 
basic Linux network programs, and its replacement supports 
the Open Flow protocol, which is a standard in SDN that 
determines the connection between the controller and the 
network switches. To evaluate the models, several performance 
metrics were used, namely: 

 False Positive (FP) is called a Type 1 error that indicates a 
false detection of the event when it did not actually happen. 
For example, the model predicted that the attack happened, 
but in fact it did not. 

 False Negative (FN) is called a Type 2 error that detects 
that the event did not happen but it actually did. For 
example, the model predicts that the attack did not happen, 
but in fact it happened. 

 False Positive Ratio (FPR) indicates the ratio of FP to the 
actual negatives, given by the following relation: 

FPR = ��
��� 	
     (1) 

 False Negative Ratio (FNR) indicates the ratio of FN to 
actual positives, given by the following relation: 

FNR = �

	�� �
     (2) 

 Accuracy indicates the ratio of the number of correct 
detections versus the number of total detection is given by:  

Accuracy = 
����� �� ������� ���������� 
	��!" ������ �� ����������  �!��  (3) 

 Precision indicates the number of correct positive to the 
total positive predictions, given by: 

Precision = 	� (	��� �� ���)�)
	�(	��� �� ���)�) � ��(�!" � �� ���)�) (4) 

 Recall, also called sensitivity, denotes the number of 
positive predictions correctly made by the model to the total 
positive instances, given by: 

Recall = 	�(	��� �� ���)�)
	�(	��� �� ���)�) � �
(�!" � 
�,!��)�)  (5) 

 F1-score is a performance metric that provides the 
harmonic mean of Precision and Recall, defined by:  

F1 −  score = 2 ∗ ����� ���.2��!""
����� ��� � 2��!""  (6) 

VI. MACHINE LEARNING ALGORITHMS USED 

A. Logistic Regression (LR) 

LR is a supervised machine-learning algorithm that is used 
primarily for classification tasks. Its key advantage lies in 
providing a probabilistic output value between 0 and 1, making 
it suitable for binary classification problems and adaptable to 
multiple categories [18]. 
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B. K-Nearest Neighbors (KNN) 

KNN is a simple supervised learning algorithm that is used 
for both prediction and classification. It operates by calculating 
the distance between the point to be classified and its K nearest 
neighbors, typically using a Euclidean distance metric. The 
point is then assigned to the group with the highest number of 
closest neighbors [19, 20]. KNN can perform regression and 
classification processes [21]. 

Distance =       5(x1 −  x2)² + (y₂ −  y₁)²  (7) 

C. Neural Networks (NNs) 

NNs simulate the human brain's behavior and enable 
computers to perform pattern recognition and problem-solving 
tasks common to artificial intelligence, machine learning, and 
deep learning. They consist of layers comprising nodes 
connected with weighted edges and thresholds. When a node's 
output exceeds its threshold, it activates and transmits data to 
the next layer. NNs are fundamental deep learning algorithms 
[22, 23]. 

D. Backpropagation Algorithm 

The backpropagation algorithm is a key method for training 
artificial neural networks, consisting of two main phases: 
forward propagation and backward propagation. In forward 
propagation, input data are processed layer by layer to generate 
predictions, while backward propagation calculates the error 
between predicted and actual output, adjusting the weights of 
the neurons to minimize the error. By using gradient 
calculations and optimization techniques such as Stochastic 
Gradient Descent (SGD), backpropagation effectively enhances 
the performance of neural networks in various tasks, including 
classification and anomaly detection. 

VII. METHODOLOGY 

A. Preprocessing and Feature Engineering 

Discrepancies in the feature values can introduce bias 
during training. To mitigate this, the dataset was standardized 
to a unified measurement domain where the standard deviation 
and mean were normalized to 1. This standardization adjusted 
the critical parameter values for the machine learning 
algorithms used. Algorithm performance was evaluated using 
Grid Search CV [24], to determine the optimal parameters that 
produce the best evaluation results. Each machine learning 
algorithm was tested with various parameters, and the final 
parameters selected were those that achieved the highest 
accuracy values. 

B. Machine Learning Algorithms Used 

Given the binary nature of the classification task (attack or 
no attack), five machine-learning algorithms were employed: 
LR, NN, KNN, BIRCH (two-step clustering), and a 
backpropagation. These algorithms were implemented using 
the Scikit-learn library, each with specific parameters 
influencing the final model evaluation. 

 

 

Fig. 2.  Research method. 

C. Experiments 

Experiments were carried out in an Ubuntu environment 
using an HP laptop with the following specifications: 8

th
 

generation Intel Core i7 hexacore processor, Integrated Intel 
UHD Graphics 630, 16 GB DDR4-2666 SDRAM, and a 512 
GB PCIe® NVMe™ M.2 SSD. Each trained model detects the 
presence of attacks or normal network conditions. The 
workflow includes launching the Ryu console, starting the 
Mininet emulator, and executing the IDS.py code. This 
program trains the device on a pre-generated .csv file by 
collecting the traffic, counting the pre-generated elements, and 
then predicting the output in each reporting period. The 
experiments involved the following scenarios: 

 Scenario 1 involves an attacker and a legitimate user using 
only the TCP. The terminal windows display the TCP 
communication between H1 and H5 and initially detect 
normal operation without the presence of an attacker. 

 Scenario 2 involves an attacker and a legitimate user using 
TCP and another using UDP to exchange data, along with a 
TCP connection between H1 and H5, without any attacker 
detected according to the network status report. 

D. Process of Selecting Items Most Associated with the Attack 
and Its Plans 

The following diagrams illustrate the elements most related 
to LDoS attacks in both scenarios. LDoS attacks rely primarily 
on UDP packets, affecting the TCP congestion control 
mechanisms. Therefore, studying the values and changes in 
TCP and UDP packets is crucial. This study aimed to identify a 
unique pattern of network flows in each scenario that can 
automatically classify the presence of an attack.  

The experiments showed variability among several 
elements to distinguish a clear pattern between the presence or 
absence of an attack in both scenarios. The elements that 
provide a clear pattern, resulting in better evaluation results and 
less complexity, are: the number of TCP packets, the standard 
deviation of UDP packets, the deviation of TCP and UDP 
packets, and the TCP/UDP ratio. These elements were used to 
train machine learning models to classify the presence or 
absence of an attack. 
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1) Number of TCP Packets 

This represents the count of packets within each time 
interval (report time) for TCP packets. From Figure 3, the 
possibility of distinguishing whether an attack exists can be 
inferred in the two scenarios. The number of TCP packets 
above a specific threshold (1500 packets) indicates the normal 
state, while a count below 250 suggests an attack (as the attack 
reduces the rate of TCP packets). This significant change can 
be used as an indicator to train the machine learning model to 
differentiate between the presence or absence of an attack. 

 

 

Fig. 3.  TCP packets vs. time for each scenario. 

2) Standard Deviation of UDP Packets 

The standard deviation indicates the extent of dispersion 
within a dataset, measured mathematically by taking the square 
root of the variance. This reflects the spread and deviation from 
the arithmetic mean. The formula for standard deviation (STD) 
is: 

;<= =  √?@AB@CDE@ = FG

 ∑ ( I� −  J)K
�LG   

Examining the standard deviation of the UDP packets, as 
shown in Figure 3, discrepancies between the presence and 
absence of an attack can be observed in both scenarios. This 
measure provides a clear indication of whether an attack has 
occurred, aiding in training the machine learning models. 

 

 

Fig. 4.  Plot of UDP standard deviation vs. time for each scenario. 

VIII. RESULTS AND DISCUSSION 

The evaluation was performed using k = 10 for each 
algorithm, and the result was taken as the arithmetic mean of 
all attempts. Figure 5 shows that the results were close. The 
comparison of machine learning algorithms used all 
performance measures. 

 

 

Fig. 5.  Comparison of machine learning algorithms. 

Since the objective is to design a cyber attack detection 
system, it is crucial to minimize FN. The cost of an attack that 
occurs when the model predicts normality is higher than when 
the model falsely predicts an attack. Therefore, additional tests 
are required to confirm and address the attack. In detection, it is 
essential to focus on high Recall values, so the algorithms were 
compared using Recall, as shown in Figure 6: 

 

 

Fig. 6.  Comparison of machine learning algorithms based on Recall. 

LR and BIRCH algorithms give similar high Recall values, 
followed by MLP and then KNN. 

TABLE II.  PERFORMANCE METRICS OF MACHINE 
LEARNING ALGORITHMS 

Algorithms Accuracy Precision Recall F1-Score 

Backpropagation 98.9 98.1 97.94 98.12 

LR 99.94 99.94 99.94 99.94 

MLP 99.92 99.94 99.91 99.93 

KNN 99.87 99.92 99.86 99.89 

BIRCH 99.96 99.74 99.94 99.84 

 
Table II provides a comprehensive overview of the 

performance of several machine learning algorithms in 
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detecting LDoS attacks. The high accuracy, precision, recall, 
and F1 scores of these algorithms indicate that machine-
learning techniques are effective tools for enhancing 
cybersecurity in SDNs. LR was the top performer, achieving 
the highest accuracy of 99.94 and excelling in precision, recall, 
and F1-score, indicating its effectiveness in identifying both 
attack and non-attack instances. The BIRCH and MLP 
algorithms also showed high performance with similar metrics. 

KNN, although slightly less accurate than LR and BIRCH, still 
demonstrates robustness in LDoS detection. The 
backpropagation algorithm, although the lowest performer with 
an accuracy of 98.9, still achieved respectable scores, 
showcasing its applicability despite reduced effectiveness. 
Table III shows the performance results of previous studies in 
LDoS attack detection, along with detection times and whether 
they can be used in SDNs. 

TABLE III.  COMPARISON RESULTS OF MODELS FROM THIS AND PREVIOUS STUDIES 

Study Accuracy FNR % FPR % SDN Machine learning algorithm Detection time (s) 

[10] 97.06 2.94 0.33 NO Adaboost ∼3 

[11] 98.06 0.61 1.33 NO BIRCH ∼3 

[13] 97.00 3 4.5 NO Isolation Forest ∼5 

[14] 99.22 0.78 0.33 NO KNN ∼0.05 

[15] 97.1 2.9 0 NO Convolutional Neural Network ∼5 

[17] 98.41 1.59 6.21 NO SVM ∼1 

[12] 99.58 0.42 0.38 NO Improved Logistic Regression ∼0.05 

[25] 99.94 0.05 0.07 YES Logistic Regression ∼1 

This study 99.96 0.03 0.06 YES Logistic Regression ∼0.03 

 
Table III shows the significant advances achieved in this 

study, with the highest detection accuracy of 99.96%, the 
lowest FNR of 0.03%, and the lowest FPR of 0.06%, 
outperforming previous ones. Additionally, this approach 
achieved an ultrafast detection time of 0.03 seconds, setting a 
new benchmark for real-time LDoS attack detection in SDNs. 
Unlike many prior studies, the proposed method is specifically 
tailored for SDN environments, addressing their dynamic and 
programmable nature. These results demonstrate a well-
balanced, efficient, and highly reliable solution for LDoS 
detection, combining superior accuracy, minimal error rates, 
and unmatched speed, making it highly applicable to modern 
cybersecurity challenges. 

IX. CONCLUSION 

This study demonstrated the feasibility of using machine 
learning algorithms to detect LDoS attacks in SDNs. The 
findings indicate that LDoS attacks can significantly affect 
network performance similar to high-rate DoS attacks, yet they 
are more challenging to detect due to their subtle traffic 
patterns. When comparing the results to those of previous 
studies, it should be noted that although algorithms such as 
AdaBoost and Isolation Forest reported detection accuracies of 
around 97% with longer detection times, this study achieved 
superior accuracies of 99.96% using LR and BIRCH clustering 
with a much shorter detection time of 0.03 seconds. This 
showcases not only the robustness but also the improved 
efficiency of this approach in contrast to prior methods. 

Furthermore, although previous studies mainly focused on 
traditional networks or simpler machine learning models, this 
study specifically addressed the application within SDN 
environments, reinforcing its contribution to modern network 
security. This comparative insight underlines the novelty of this 
approach, which combines high accuracy and low latency and 
sets a new benchmark for LDoS detection. Future research 
should validate these findings in real world settings and expand 
on adaptive methods for even more resilient security 
frameworks. 
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