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ABSTRACT 

This study presents a new method for predicting stock prices on the Indonesia Stock Exchange (IDX) using 

a hybrid deep learning model. The proposed model combines historical price data, consisting of open, high, 

low, and close values, with technical indicators such as Moving Average (MA), Simple Moving Average 

(SMA), and Exponential Moving Average (EMA). The proposed model offered improved accuracy and 

efficiency using distinct architectures of Recurrent Neural Network (RNN) and Gated Recurrent Unit 

(GRU) to process the datasets. The results showed that the proposed hybrid model significantly 

outperformed traditional single-architecture models in terms of R2, achieving 0.98 for the BBCA stock, 

surpassing models using only RNN or GRU. In addition, comparable improvements were observed with 

additional equities, such as the PT. Bank Mandiri Tbk (BMRI) and PT. Bank Negara Indonesia Tbk 

(BBNI) stocks, achieving an R2 of 0.99, demonstrating the proficiency of the proposed model in capturing 

the complex dynamics of the stock market. The results demonstrated the significant potential of combining 

historical data and technical indicators into the modeling procedure to predict stock prices. This process 

can benefit investors and economic forecasters in the stock market. The results could be further expanded 

by classifying datasets and investigating different sets of models to improve the performance of financial 

forecasting. 

Keywords-stock prediction; hybrid deep learning; RNN-GRU; LSTM; technical indicator; Indonesia stock 

exchange 

I. INTRODUCTION  

The stock market has experienced volatility in the past 
decade, with fluctuations driven by macroeconomic factors, 
company performance, and global events [1-5]. Traditionally, 
stock market analysis is performed using statistic-based Auto-
Regressive Integrated Moving Average (ARIMA) [6-7] and 
Generalized Auto Regressive Conditional Heteroskedasticity 
(GARCH) [8]. In some cases, these methods cannot effectively 
capture the nonlinear characteristics of financial time series 
data [9-10]. As a result, the research community explores new 

solutions, specifically to understand the extreme price 
fluctuations observed in stock prices [11]. Following this 
discussion, deep learning predictions represent a new avenue to 
improve stock price forecast accuracy [12]. 

Recurrent Neural Networks (RNN), Long Short-Term 
Memory (LSTM), and Gated Recurrent Units (GRU) have all 
proven to achieve high prediction accuracy in time series 
forecasting, including stock price prediction [13]. RNN-based 
architectures have outperformed traditional models in 
extracting temporal structures from sequential data to analyze 
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market patterns over time [14]. GRU has been widely used 
because it addresses vanishing gradient problems and has better 
computational efficiency than LSTM [15]. Machine learning 
algorithms can improve analysis by incorporating technical 
indicators into deep learning structures to improve predictive 
models [16-18]. Technical indicators that provide an extra layer 
of information and uncover subliminal characteristics of 
volatile markets include Moving Average (MA), Relative 
Strength Index (RSI), and Bollinger bands. Portfolio managers 
can achieve a significantly better perspective by combining 
technical indicators into the data analysis process along with 
historical prices [2]. 

The stock market has been highly volatile during the last 
decade, and events such as global and macroeconomic factors 
played a primary role in determining its volatility. Although 
useful, traditional methods such as ARIMA and GARCH 
frequently did not adequately capture the evolving market 
dynamics. Some examples of studies using traditional methods 
are provided in [7-8, 19]. ARIMA performed poorly on non-
stationary data, which is typical of stock markets characterized 
by frequent trend changes and volatility, indicating a need for 
more innovative and adaptable approaches. In the field of deep 
learning, RNN, LSTM, and GRU have shown far better 
performance in predicting time series, including stock prices. 
Some studies have also used simple RNN for stock price 
prediction [20], but the vanishing gradient problem often 
plagued their results, making it an inadequate tool for studying 
long-term dependencies in financial data. LSTM is a widely 
used model, and some studies used it to overcome the 
vanishing gradient problem [21-24]. However, these models 
can be complex and computationally intensive, often not 
accommodating large-scale or real-time data processing. Some 
studies relied on the GRU model [25-27] to simplify this 
process. However, the models used separately were not fully 
able to merge historical data and technical indicators.  

This study presents a hybrid model that combines RNN and 
GRU. In addition, it combines the strengths to process 
historical data and technical indicators at the same time, 
helping to further improve the prediction accuracy in financial 
prediction and introducing new insights. Combining these two 
techniques can make the model more adaptive and accurate for 
studying and forecasting dynamic stock price behavior. GRU is 
used to manage the historical data input of stocks, and RNN is 
used to assess technical indicator data. Stock price predictions 
are obtained by combining the outputs of the RNN and GRU 
networks. The model was applied to blue chip stocks listed on 
the Indonesia Stock Exchange (IDX) to determine how the 
model works as a financial forecasting tool and to provide new 
insights into stock prediction. The primary contributions of this 
study include: 

 The formulation of an innovative stock prediction model 
that combines GRU and RNN to improve the extraction of 
latent information in a new framework, both technically and 
temporally. 

 A thorough analysis of the model using Mean Square Error 
(MSE), Root Mean Square Error (RMSE), and coefficient 
of determination (R2) to determine the benefits of the 
proposed model over conventional methods. 

 An analysis of IDX blue chip stocks using deep learning 
methods and new perspectives on financial prediction.  

This study addresses the issue of overloading the model 
with considerable information by combining both technical and 
historical data into a singular predictive model. This method 
increases accuracy and allows for more complex research that 
incorporates real-time data and other variables to produce more 
dynamic and adaptive stock market forecasts.  

II. RELATED WORKS 

LSTM is an effective deep-learning model for analyzing 
complex and unpredictable time series data. LSTM has shown 
its effectiveness in forecasting stock values under various 
market conditions, such as financial crises induced by the 
COVID-19 pandemic or elevated interest rates. In [28], data 
from multiple stocks were used to show the flexibility and 
resilience of LSTM in modeling financial data and accurately 
predicting stock prices. In [29], LSTM produced reliable 
predictions under volatile market conditions, showing 
improvements in the acquisition of temporal and spatial 
characteristics of financial data. In [30], LTSM was optimized 
with Particle Swarm Optimization (PSO), showing 
improvements in predictive accuracy and efficiency. In [31], 
LSTM was used alongside trading algorithms, demonstrating 
its efficacy in producing lucrative trading signals. In [32], 
LSTM was combined with sentiment analysis to elucidate the 
impact of news and public opinion on stock price fluctuations, 
leading to a model relating to external market influences. 

GRU is a variant of RNN that has been proven to be 
effective in time series data for stock price prediction. The 
model simplifies the LSTM structure and retains its ability to 
handle unsolved gradient vanishing and exploding problems of 
highly volatile stock markets and complex financial data. As 
shown in [26], the GRU model based on a reconstructed dataset 
reduces overfitting by using data from stocks in the same 
industry and produces significant prediction improvements in 
the cross-industry. In [33], GRU was combined with Complete 
Ensemble Empirical Mode Decomposition with Adaptive 
Noise (CEEMDAN) and wavelet thresholding methods to 
reduce noise and improve stock index prediction performance 
over modified ARIMA and neural network models. In [34], 
StockNet was proposed, which is a data-augmented model 
using GRU for better stock index prediction accuracy and loss 
reduction. In [35], a model based on GRU and LSTM was 
presented for stock price prediction, showing that while GRU 
had competitive results, LSTM provided greater accuracy with 
more data. 

Hybrid models combine methods from different disciplines 
and achieve better stock price predictions. Stock market 
forecasts are successfully incorporated using methods such as 
LSTM, CNN, GRU, sentiment analysis, and optimization to 
improve the accuracy of predictions. In [36], LSTM was 
combined with CNN. In [37], the superiority of Bi-LSTM and 
Transformer in capturing temporal and spatial features was 
demonstrated in financial data. In [38], LSTM was combined 
with CNN to improve the stock prediction model. For intraday 
stock prediction, the studies in [39] and [30] improved feature 
selection and parameter tuning in LSTM models using genetic 
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algorithms and PSO, achieving better performance. In [40] Bi-
LSTM was combined with CNN to improve forecasting in 
volatile markets by applying the advantages of each 
mechanism in financial data analysis. In [41], LSTM was 
combined with FinBERT to predict the effect of sentiments 
from news and social media on stock prices. The hybrid models 
in [42, 43] extracted important features from noisy data while 
increasing the accuracy of predictions, using wavelet 
transforms and PCA. 

Although stock price prediction based on traditional and 
deep learning models has been significantly developed, some 
drawbacks still exist, especially in dealing with complex and 
volatile movements of stock prices. Traditional methods such 
as ARIMA models do not handle sudden market shocks, as this 
method is linear, while in periods of high volatility, nonlinear 
relationships are witnessed. Similarly, while GARCH provides 
structures for estimating volatility, it may not provide accurate 
real-time predictions, particularly in situations where market 
conditions are unpredictable. Machine learning models have 
been introduced to address these limitations. However, single-
architecture neural networks, such as standalone RNNs or 
GRUs, exhibit bias toward certain types of data patterns, 
overfitting or underfitting the data based on their historical 
consistency and the model's sensitivity to parameter settings. 
This relates more to the IDX, which is a dynamic market, often 
influenced by economic policies and external global events. 

In addition, although the effectiveness of GRU in 
alleviating vanishing gradients has been well proven, the 
unification with the benefits of simple RNN will not fully 
exploit the latent information hidden in various types of market 
data. To integrate technical indicators and price data, a more 
sophisticated method is needed to evaluate the relative 
importance of different inputs at different times on the market. 
Gaps in iterative modeling methods led to a hybrid model that 
combines RNN and GRU, resulting in a more robust 
framework capable of being modified to the multifold nature of 
financial datasets. These discussions underscore the importance 
of ongoing innovation in the development of stock prediction 
methods, particularly through the creation of hybrid models 
that integrate the most effective neural network architectures to 
provide a more comprehensive and precise understanding of 
market developments. By focusing on these particular 
challenges, this study can help the larger discipline of financial 
forecasting by providing some useful ways to more powerful 
predictive tools for investors and analysts. 

This study extends previous work to produce a more 
combined and automated prediction model for blue chip IDX 
stocks, using a hybrid method that efficiently combines both 
GRU and simple RNN models. The proposed model addresses 
specific challenges in combining historical data inputs with 
technical indicators to better predict the highly complex and 
dynamic market conditions of the country [44]. This research 
adds to stock trading decisions by providing more accurate and 
reliable stock price predictions, providing more useful 
perceptions and tools for investors and analysts for decision-
making. 

III. METHODS 

A stock price prediction model using an innovative deep 
learning method was developed by combining two different 
types of RNN, including GRU and simple RNN. Both 
networks were used to maximize the potential of the 
combination to process historical and technical stock data. For 
historical data showing long-term fluctuations and trends, GRU 
is known for the fewer parameters and the simpler structure 
that leads to better efficiency in managing long-term 
dependencies over LSTM. Consequently, basic RNN proved 
useful in handling technical data that required quick responses 
to changes in the market without ignoring historical market 
fluctuations. By incorporating the information from each data 
type, the concatenation process allowed the system to leverage 
the strengths of both models and generate a more 
comprehensive and accurate result. 

A. Data Description 

The data used were derived from IDX and consisted of 
daily trading of IDX-listed blue chip stocks, including PT. 
Bank Central Asia Tbk. (BBCA), PT. Bank Rakyat Indonesia 
Tbk. (BBRI), PT. Bank Mandiri Tbk. (BMRI), PT. Bank 
Negara Indonesia Tbk. (BBNI), PT. Telekomunikasi Indonesia 
Tbk. (TLKM), and PT. Astra International Tbk. (ASII). Data 
included the initial (Open), highest (High), lowest (Low), and 
closing (Close) prices, in addition to daily trading volumes. 
Due to the incompleteness of initial historical data, technical 
indicators were used, including MA, Simple Moving Average 
(SMA), and Exponential Moving Average (EMA), across 
various time frames to determine trends or momentum in stock 
price movements. SMA was used with intervals of 2, 3, 4, and 
14 days, with 14 days for EMA. The time frames for 2, 3, 4, 
and 14 days are the most relevant periods to reflect current 
market dynamics and also represent short- and mid-term 
trading indicators. In addition, the Yahoo Finance website was 
used to obtain the trading data. Data in CSV format were made 
accessible at https://finance.yahoo.com from January 1, 2005, 
to December 31, 2022. 

The data preprocessing step involved cleaning the data by 
removing incomplete entries and errors. An imputation 
technique based on the linear interpolation method, commonly 
used in time series analysis, was applied to address missing 
data and maintain temporal consistency. In addition, zero 
entries were removed, which typically occur on exchange 
holidays, to ensure that the data used reflected only active 
trading days. All numeric data were normalized by setting all 
values on the same scale to prevent bias in the model due to 
differing scales of variables and to accelerate convergence 
during training. Additionally, the data were transformed into 
features that were ready to be used as input to the deep learning 
model, after the scales were normalized on all variables using 
min-max scaling. The transformation of the technical data 
consisted of calculating various previously mentioned technical 
indicators that assisted in detecting vital signals from the stock 
market. Since the data were already in a temporal aspect, no 
additional transformation was needed for the historical data. 
Following this process, the historical data was directly 
normalized to preserve its original information. The purpose of 
this preprocessing step was to ensure that the data were clean, 
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representative, and consistent, reducing the risk that the model 
was learning from noise instead of actual signals and allowing 
it to learn from many relevant patterns. An additional reason 
was to ensure that the predictive results of the model were valid 
and reliable. 

B. Dataset Splitting 

The division of data into training, validation, and testing 
was designed to be fair and optimizable to evaluate the 
performance of the deep learning model without overfitting. 
The collected and preprocessed data were chronologically 
divided to facilitate training, optimal hyperparameter tuning, 
and validation. By structuring the method, the model was 
systematically checked at every stage, improving and 
validating its performance before deployment for external 
predictions on real-world data. 

This study used training data from January 1, 2005, to 
December 31, 2017. This time frame was selected for the 
model to fully learn the dynamics and prices of the market, 
covering two complete market cycles: the growth period before 
the 2007-2008 global financial crisis and the post-crisis 
recovery that lasted until around 2017. Historical data helps 
identify and respond to new trends in developing markets. The 
validation data, which covered the period from January 1, 
2018, to December 31, 2020, were used to refine the method. 
The validation period was chosen to test the reliability and 
stability of the model under current market conditions during 
the impact and recovery after the COVID-19 pandemic. The 
dataset was used to calculate hyperparameters, such as the 
learning rate and the number of epochs. These processes were 
important in validating the method to optimize the model and 
avoid overfitting before the testing stage. The test data, which 
covered the period from January 1, 2021, to December 31, 
2022, served as a critical test set for the final performance of 
the model. The testing period was chosen to assess the model's 
ability to cope with highly volatile market conditions 
influenced by the COVID-19 pandemic, which marked one of 
the most significant events affecting the global economy and 
stock markets. The predictive capabilities of the model were 
tested under real market conditions.  

C. Model Architecture 

Two separate neural network architectures were used to 
process technical and historical data to optimally process 
crucial information in each data type to develop the stock price 
prediction model, as shown in Figure 1. The model used an 
RNN consisting of each layer having 100 units, 75 units, and 
50 units, with Rectified Linear Unit (ReLU) activation to 
provide non-linearity in each layer. Moreover, the model was 
used to process data at relatively short time windows, allowing 
it to react rapidly to volatile and changing market conditions. 
During the investigation, the complex dynamics of technical 
indicators were captured, including SMA, EMA, and MA. 

The GRU architecture was applied to temporal historical 
data, such as Open, High, Low, and Close (OHLC) stock price 
data. GRU is capable of looking back at previous time steps 
and incorporating the information into the current data analysis. 
Modeling stock prices, which were mostly based on past trends 
and patterns, requires this process. To ensure that outputs are 

captured in a bounded range, a prerequisite for consistent time-
series predictions, a GRU with many layers, each with a variety 
of sizes, and ReLU activations was used. This study employed 
GRU in the context of one, two, three, and multilayer 
architectures. Various units were tested, including [256], [256, 
128], [200, 100, 75], [512, 256, 128], [200, 100, 75, 50], [200, 
100, 75, 50, 50, 25, 25, 20], and [100, 75, 50, 25, 25, 20, 20, 
20, 15, 15, 10, 10, 10]. 

 

 
Fig. 1.  The proposed method. 

The outputs from both models were concatenated after each 
model processed historical and technical data. This step 
ensured that the model absorbed the information from both data 
domains to improve its predictive potential. A dense layer was 
applied to combine the outputs, further refining the information 
before the final prediction. In addition, the task of predicting 
stock prices as continuous values required a simple output 
layer, such as a single neuron with a linear activation function. 
This hybrid system collected the processed data and the 
subsequent stock price predictions based on the data analysis in 
the model. 

D. Model Training 

The backpropagation method was used in the training 
process. The training was structured in multiple phases to 
facilitate efficient convergence without causing overfitting. 
Training sessions were scheduled in epochs with a fixed batch 
size. The batch size was set to 64 for efficient training and 
proper memory use. Effectively updating the network weights 
was possible based on every 64 samples from the dataset. For 
training, a total of 400 epochs were carried out by 
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implementing an early stopping method. Training stopped 
when the model did not show any improvement in the 
validation data over the last 80 epochs. Early stopping was 
based on the val_loss to avoid overfitting. The min_delta 
parameter was set to 0.0001, meaning that a smaller decrease is 
not considered a significant improvement. Patience was set to 
80, allowing the model to continue training for up to 80 epochs 
after there was no more significant improvement in val_loss, 
before training was stopped if no further improvement was 
seen. The min mode indicates that the process will stop when 
there is no more decrease in val_loss, ensuring that the model 
does not stop training too early and stops only when there is 
truly no improvement in predictions. Using this method 
ensured the absence of overfitting. 

The Adam optimizer was used, as it is a popular optimizer 
that automatically adjusts the learning rate during the training 
process. This ability facilitated faster and more stable 
convergence to the optimal learning minimum. Initially, the 
learning rate was set at 0.001 and adjusted during training to 
improve the model performance. The MSE was used for the 
loss function, as this process is a legitimate way to quantify the 
size of the prediction errors made by the model and handle the 
errors. This ability is essential in areas such as financial 
forecasting, where significant errors in price predictions lead to 
substantial costs. The model was regularly validated using the 
validation set during the training phase to determine the model 
performance.  

For model training, each blue chip stock on the IDX was 
individually trained to understand the characteristics of the 
stock to adapt the model. Each stock was trained using 
historical data, and the model learned and internalized stock-
specific patterns that may not have been captured in the broader 
market. On this note, each company had distinctive factors that 
were involved in affecting the value of its stock and 
shareholders, such as commercial performance, industry sector, 
and the subtleties of world economic situations. 

E. Model Evaluation 

The model was examined to predict stock prices and 
compare them with actual market prices. The testing phase 
determined how effective the model was in being truly 
validated under real-market scenarios. A set of widely used 
metrics in financial and machine learning evaluation was 
applied to capture different aspects of model performance, 
including prediction accuracy, while market dynamics captured 
the ability and reliability of outcomes under different market 
conditions. MSE, RMSE, and R² were used because they are 
widely and frequently used to evaluate stock prediction models. 
MSE and RMSE offer a clear measure of errors when 
comparing actual and predicted values, and R² represents how 
well a model predicts the dependent variable with the model 
itself. These metrics can be used to compare the results of this 
study with others in the same field that also use the same 
metrics [45-46]. MSE involves the average of the squares of 
errors, including the average squared difference between the 
estimated and actual values. This metric provides a clear 
measure of the accuracy of the model and signifies larger errors 
more significantly, calculated as follows: 
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where 	
  represents the actual value of the stock and 	�
 is the 
corresponding predicted result. RMSE is the square root of 
MSE, providing an interpretable measurement in the same units 
as the forecast quantity to help understand errors in the 
magnitude of prediction. 

���� = √���    (2) 

R2 measures the extent to which the variance of the 
dependent variable is explained by independent variables, 
measuring the probability of how unseen samples were 
predicted. 
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where 	� is the average of the target data. 

IV. RESULTS 

Using a combination of historical data and technical 
indicators, the proposed hybrid model was applied to stocks 
including BBCA, BBRI, BMRI, ASII, TLKM, and BBNI. 
Table I shows the prediction results for the stocks under 
analysis. Figures 2 and 3 are examples of loss plots for the 
BBRI and BMRI stocks during the model training phase. 
Figure 2 shows that the training loss was very consistent and 
steady, uniformly decreasing as the training epoch increased. In 
contrast, the validation loss exhibited more fluctuations and 
higher peaks from around 20 epochs, indicating that the model 
overfitted on unseen validation data. Figure 3 clearly shows a 
significant decrease in training loss, indicating that the model 
performed well on the training data. However, the validation 
loss remained consistent, showing fewer fluctuations, while the 
training loss consistently remained high, albeit not as high as in 
the previous example. This consistency in the difference 
between the training and validation losses indicates that, 
although the model learned the training data incredibly well, it 
was not as adept at predicting the validation data, leading to 
overfitting. Based on both loss plots, the model showed mild 
indications of overfitting, as indicated by the relatively small 
difference between training loss and validation loss, which did 
not significantly affect the model's predictive performance.  

 

 
Fig. 2.  Loss plots for the BBRI stock during model training. 
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Fig. 3.  Loss plots for the BMRI stock during model training. 

TABLE I.  RESULTS OF STOCK PREDICTION TESTING 
USING HYBRID MODEL 

Stock Time-steps MSE RMSE R2 

BBCA 40 0.005037 0.070972 0.871525 
BBCA 30 0.000947 0.030769 0.975588 
BBCA 20 0.000741 0.027221 0.980643 
BBCA 15 0.009964 0.099824 0.7380700 
BBRI 30 0.000550 0.023456 0.937230 
BBRI 25 0.000541 0.023269 0.938207 
BBRI 20 0.000555 0.023560 0.936060 
BMRI 30 0.000476 0.021809 0.985406 
BMRI 35 0.000526 0.022926 0.983916 
BMRI 20 0.000559 0.023651 0.982668 
ASII 50 0.000213 0.014609 0.967222 
ASII 40 0.000192 0.013865 0.970069 
ASII 30 0.000202 0.014199 0.968052 
ASII 21 0.000200 0.014150 0.967704 
BBNI 30 0.000277 0.016635 0.988196 
BBNI 40 0.000269 0.016400 0.988624 
BBNI 20 0.000487 0.022077 0.978984 
BBNI 50 0.000335 0.018315 0.985932 
TLKM 15 0.000418 0.020450 0.972427 
TLKM 20 0.000326 0.018043 0.978380 
TLKM 30 0.000366 0.019124 0.975243 

 
Figures 4, 5, and 6 show prediction examples for the BBRI, 

BMRI, and BBNI stocks. This study examined the model 
specifically for each blue chip stock instead of using a general 
approach, allowing for more accurate analysis and prediction 
according to the unique characteristics of each stock. 

 

 
Fig. 4.  BBRI stock prediction results using the hybrid model. 

 
Fig. 5.  BMRI stock prediction results using the proposed hybrid model. 

 
Fig. 6.  BBNI stock prediction results using the proposed hybrid model. 

The proposed model showed an important improvement in 
accuracy, as evidenced by the very high R2 values for several 
stocks. For example, in the case of BBCA, reducing the time 
steps from 40 to 30 led to an increase in R2 from 0.8715 to 
0.9756, while MSE and RMSE decreased from 0.0050 to 
0.000947 and from 0.070972 to 0.030769, respectively. These 
results show a significant improvement in the model's ability to 
explain stock price variability. For the BBRI stock, R2 was in a 
relatively stable range, from 0.9360 to 0.9382, showing that the 
model captured the stable market dynamics of the stock and 
performed well under less volatile market conditions. Changes 
in time steps did not significantly affect the stock, implying 
that the model was well-optimized for the stock on a variety of 
time-step configurations. The R2 for the BMRI stock increased 
considerably with changing time steps, with the maximum at 
0.9854 at 30 time steps. This result shows that BMRI market 
dynamics were more complicated and could be adequately 
predicted by classical model adjustments on a finer scale. 

The performance of the model was continuously high in the 
case of the ASII stock. This result signifies the good stability 
and reliability of the model in estimating and predicting stock 
price movements, regardless of the tested configuration. The 
consistency of the model showed that it successfully captured 
the main market patterns affecting ASII stock, considering the 
factors that influence its price, while minimally affected by 
short-term fluctuations. The model achieved impressive 
performance on the BBNI stock, with an R2 of 0.9886 at 40 
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time steps, showing that it nearly captured all variability in the 
stock price movements of BBNI. Although the result for R2 
slightly decreased to 0.9789 when reducing the time steps to 
20, the process still reflected a perfect result considering the 
information given to the model at each prediction. This process 
shows that the model closely mirrored the market trends that 
affected BBNI. However, higher RMSE values in some 
configurations could help improve the performance of correctly 
predicting prices. 

The model produced consistent and strong results on the 
TLKM stock with R2 of 0.9724 after 15 time steps and 0.9784 
after 20 time steps. The performance of the model improved 
with increasing time steps, indicating that more historical 
information helped the model better predict stock price 
movements. The model showed the ability to understand and 
analyze the market dynamics of TLKM with consistently high 
R2 at each time step, which is a stock with highly predictable 
prices through exhaustive technical analysis. 

These results imply that the hybrid model was superior to 
financial modeling. A comparison of model accuracy showed 
that combining the model with technical indicators and 
historical data produced a significant increase in prediction 
accuracy. These results allow careful adjustments of time steps 
and layer depth relative to the exceptional characteristics of 
each stock. This process shows the significance of an 
adjustable and custom hybrid model in an ever-changing and 
frequently unforeseeable universe of stock markets. 

Table II provides the R2 values for the BBNI stock with 30 
time steps and 100 RNN units. The analysis of various GRU 
unit configurations on BBNI stock prediction reveals that 
models with larger GRU units in the initial layer, such as the 
configuration [512, 256, 128], performed better, yielding the 
highest R2 of 0.9882. This suggests that the model can capture 
complex information in the data more effectively. On the 
contrary, configurations with smaller units and a higher number 
of layers, such as [100, 75, 50, 25, 25, 20, 20, 20, 15, 15, 10, 
10, 10], had lower R2. This suggests that the model might be 
underfitting or lacking generalization power. With three or four 
layers ([200, 100, 75] and [200, 100, 75, 50] respectively), the 
results were very competitive and can be considered an 
efficient choice in terms of balancing model complexity and 
predictive performance. The conclusion from these results is 
that having several layers with large units at the beginning is 
more appropriate for the prediction of stock data with high 
accuracy and low computational efficiency. 

TABLE II.  GRU CONFIGURATION AND R2-SCORES FOR 
PREDICTION PERFORMANCE ON THE BBNI STOCK 

GRU Units R2 

[200, 100, 75, 50, 50, 25, 25, 20] 0.9853 
[100, 75, 50, 25, 25, 20, 20, 20, 15, 15, 10, 10, 10] 0.9805 

[200, 100, 75] 0.9876 
[200, 100, 75, 50] 0.9859 

[256, 128] 0.9864 
[512, 256, 128] 0.9882 

 
This study used historical data and technical indicators to 

analyze the performance of stock price prediction of IDX blue 
chip stocks. The hybrid model performed better than the GRU, 

LSTM, and RNN models, achieving a higher R2, as shown in 
Table III. Several blue-chip stocks were compared in Table III 
based on GRU, LSTM, RNN, and hybrid models. Furthermore, 
the hybrid method provided better predictions, revealing the 
complex dynamics of financial markets compared to single-
model methods. 

TABLE III.  COMPARISON OF R2 VALUES ON BLUE-CHIP 
STOCKS 

Model Input BBCA BBRI BMRI TLKM ASII BBNI 

GRU Historical  0.8803 0.8451 0.9574 0.8350 0.9300 0.9155 
GRU Combined 0.9314 0.8716 0.9267 0.9087 0.9474 0.9467 

LSTM Historical  0.8380 0.7778 0.8803 0.8130 0.8270 0.8908 
LSTM Combined 0.9359 0.8830 0.9372 0.8845 0.9477 0.9402 
RNN Historical  0.9008 0.7931 0.9369 0.9025 0.8925 0.8652 
RNN Combined 0.9384 0.8854 0.9678 0.9126 0.9151 0.9445 

Hybrid 
model 

Combined 0.9806 0.9382 0.9854 0.9784 0.9701 0.9886 

 
The hybrid model surpassed both the LSTM and the GRU 

models using only historical data on all stocks. For example, 
the hybrid model achieved an R2 of 0.9806 for BBCA, 
outperforming GRU (0.8803) and LSTM (0.8380). Similarly, 
the hybrid model reached an R2 of 0.9854 for BMRI compared 
to 0.9574 for GRU and 0.8803 for LSTM. The model was 
successful due to the hybrid linkages of the technical indicators 
that worked to improve its ability to change with market 
movements rapidly and clearly. The technical indicator data 
show an additional layer of data prediction that effectively 
reduces noise and improves the reliability of the generated 
signals. These variables are important in addressing the 
frequently unstable and unpredictable dynamics of the stock 
market, proving that the inclusion of technical data in stock 
prediction models places the models in a good position for 
financial analysis. 

TABLE IV.  PERFORMANCE COMPARISON IN STOCK 
PREDICTION IN EMERGING MARKETS 

Authors Model Market Performance Measurement 

 [29] LSTM Indonesia Accuracy=94.57% 
[47] LSTM Indonesia Accuracy=94.59% 
[48] LSTM India MSE=1.034, RMSE=1.002 

[49] 

RNN 

Indonesia 

RMSE=0.148, 
MAE=0.109, 
MAPE=28.97 

GRU 
RMSE=0.140, 
MAE=0.103, 
MAPE=26.36 

LSTM 
RMSE=0.141, 
MAE=0.103, 
MAPE=27.81 

[50] LSTM India 
MAPE=0.0028, MAE=0.0058, 

RMSE=0.0069, R2-Score=0.9740 

[35] 
LSTM 
GRU 

Tanzania 
RMSE= 4.7524 
RMSE= 8.7162 

Proposed 
model 

Hybrid 
GRU-RNN 

Indonesia 
MSE=0.000269, 

RMSE=0.016400, 
R2-score=0.9886 

 
Table IV compares the performance of LSTM, GRU, and 

hybrid GRU-RNN models in stock prediction across several 
emerging markets. The performance of model variants in 
Indonesia, India, and Tanzania showed significant variation, 
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with GRU and LSTM being used frequently. The proposed 
hybrid GRU-RNN model performed very well with a high R2, 
confirming its effectiveness in a market like Indonesia. This 
table highlights the ability of different models to capture stock 
market dynamics and supports the superiority of the proposed 
hybrid approach in similar contexts. 

The achievement of the hybrid model was due to the types 
of financial analysis used. The hybrid model helped to increase 
prediction accuracy and instill confidence in its performance 
under different market conditions by harnessing the strengths 
of diverse inputs. In addition, the model considerably decreases 
the risks included and substantially accelerates the return on 
investment in stock market decision-making. For investors and 
analysts who work in a fast-moving and often unpredictable 
market environment, the hybrid model has proven excellent, as 
shown by its success in predicting stock prices more accurately. 
Moreover, the model was flexible to adapt to new and 
unexpected market conditions, allowing it to be highly relevant 
and valuable. 

The results show that the hybrid model, combining 
historical data with technical indicators, presents a more stable 
and quick method for stock price prediction, confirming its 
technical superiority and its added value for financial 
predictions when combining different data. Improvements to 
the proposed model would allow the development of more 
complex and adaptive predictive tools that could address 
complex opportunities across global financial markets. 

V. DISCUSSION 

This study showed the ability to predict stock prices using a 
hybrid deep learning model on IDX blue chip stocks. The 
investigation employed different architectural configurations to 
examine how the depth of the hidden layers and changes in 
time steps affect the predictive accuracy of the model. The 
results showed that the appropriate configurations were able to 
significantly improve model performance (R2 and RMSE). 
Based on the results, the model was able to reproduce the 
dynamics of the stock market to some extent. The results 
indicate that the model was susceptible to unpredictable market 
fluctuations. Low-performing models showed higher accuracy 
in predicting prices as the market was stable but performed less 
accurately when the output was exogenous (such as extreme 
market volatility). This raises questions about the stability and 
reliability of models in many possible unstable market 
scenarios, underlining the need to develop systems useful in 
normal and also strong in unstable conditions. 

Discussions should continue to determine that while deep 
learning technology has presented significant opportunities for 
predictive analysis, the examination is still progressing. Adding 
more public data sources from macroeconomic indicators to 
market sentiment data could expand the dimensional range of 
the model to acquire sensitivity and dynamism in reaction to 
the external circumstances that influence the market. In 
addition, there is a need to address the risk of overfitting, which 
occurs when a model becomes overly trained to specific 
historical data, limiting its ability to generalize to new data or 
adapt to changing market conditions. This analysis serves as a 
stepping stone to the use of more severe regularization methods 

and cross-validation in training the model to avoid risk and 
improve its generalization ability. 

Stock prediction models are required to become more 
general and interpretable. This process includes how the 
predictions of the model could be transformed into profitable 
trading strategies that produce actual economic benefits in real 
markets, rather than pure theoretical performance when testing. 
This study intensifies the discourse on the aspects and provides 
a stronger understanding of the predictive capabilities of these 
models, establishing a solid foundation for the future 
development of more complex and adaptive predictive 
technology in finance. 

VI. CONCLUSION 

This study proposed a hybrid model to predict the stock 
prices of IDX blue chip companies. The proposed model 
achieved a very high accuracy when a proper architectural 
configuration was established. The configuration included 
depths of the hidden layers and time step settings, achieving 
high R2 and low RMSE values. These results highlight the need 
for models capable of optimizing performance under stable 
regimes that are sufficiently flexible and adaptable to respond 
to fluctuations in market dynamics. The inability of models to 
respond to sharp economic shifts and adjust their internal 
parameters has led to recommendations for further research, 
aimed at developing predictive models that could proactively 
adapt the parameters, ensuring accuracy in a changing market. 
This study validated the application of hybrid deep learning 
models in financial analysis, building a foundation for the 
continuation of model refinement. Future research should 
develop dynamic and responsive methods to advance the 
reliability and effectiveness of financial predictive models to 
provide investors and analysts with the resources needed for 
informed data-driven decisions. 
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