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ABSTRACT 

Much research has been conducted worldwide on the recognition and monitoring of punches in martial art 

sports during the training process. The performance of the punching movements can be accurately 

analyzed based on the collected data. The current study aims to classify the punches on a punching bag 

using K Means based on a data logging system. Its stages are hardware design, hardware implementation, 

hardware testing, learning, and testing. The FSR 402 sensor was used to measure the punching force. 

GY6500 MPU6500 was also utilized to identify and measure the reaction force of these punches. The data 

were collected utilizing K Means and were subsequently tested. The results revealed that the system 

exhibited good performance, proven by its accuracy of 93.6%, precision of 0.933, recall of 0.934, and F1 

score of 0.934. Based on these results, it seems that the classification of right and left punch forces can be 

efficiently carried out. This system can help users analyze the punching bag training process, and thus 

improve their performance. 

Keywords-k means; punching; data logger; classification 

I. INTRODUCTION  

Punch recognition when utilizing a punching bag is an 
important study subject in development of martial arts. The 
punching bag is a useful tool in the athletes’ training process, 
while the employment of technology can help improve their 
performance. Punching bag technology, including the use of 
impact sensors and accelerometers that capture the physical 
characteristics of punches, has been introduced by several 
researchers [1]. A punching bag system can provide feedback 
via LEDs, speakers, and screens [2]. Other studies have utilized 
strain gauges and accelerometers [3], as well as an imaging 

approach, which deploys Support Vector Machines (SVMs) 
[4]. Technology can comprehensively analyze force, speed, and 
punching technique as it recognizes punching bag punches 
during the training process [5, 6]. Other studies have integrated 
Machine Learning (ML), Convolutional Neural Networks 
(CNNs), and Long Short-Term Memory (LSTM) in punch 
recognition [7]. However, identifying movements and styles 
from punches requires data that are the source of the learning 
and testing process, therefore an investigation of loggers for 
these data to be collected is much needed. Data loggers are 
instruments used to monitor and record changes in a system 
over a period. Most single-channel units are battery-operated, 



Engineering, Technology & Applied Science Research Vol. 15, No. 1, 2025, 19337-19342 19338  
 

www.etasr.com Anifah et al.: Punch Force Classification using K Means and a Data Logging System 

 

allowing them to record on the go and for long time periods. 
Data loggers are equipped with sensors, tailored to the data 
needed, and are then connected to a microprocessor that 
processes these data. They can be also equipped with internal 
memory for data storage. Data loggers can be connected to 
computers and other equipment for viewing and analyzing the 
obtained data [8]. 

The data logger can be defined as a device consisting of a 
microcontroller with an Analog-to-Digital Converter (ADC) 
that is usually employed to measure and store data in various 
applications. Data loggers can be stored on SD cards, disks, or 
internal memory [9], while they are adjusted to the needs of 
their users [10]. Modern data loggers have high storage 
capacity, high performance, and are easy to use. Their 
advantages involve small dimensions, remote-control 
capabilities, and wireless or cloud services [11-13]. Data 
loggers have been applied in various fields, e.g. to monitor the 
outdoor and indoor temperatures of a building [14], for the 
maintenance and monitoring of vehicle parameters [15], while 
they can record analog sensor data at 9600 bps with a 10-bit 
resolution [16]. In the field of power generation, a data logger 
can be utilized as a wind speed, wind direction, humidity, and 
temperature meter [12]. 

The current research was conducted using sensors adjusted 
to the variables sought and which have been proven useful for 
developing punching recognition. The originality of this study 
lies in the sensor utilization to calculate the force of the punch, 
which is analyzed based on the action and reaction of the latter. 
The punch action represents the punch carried out by the 
athlete, which is indicated by the presence of a signal sent from 
the FSR 402 sensor implanted in the athlete's gloves. These 
gloves are specifically manufactured for punching on the 
punching bag. The reaction of the punch is the impact of the 
punch performed by the athlete on the punching bag. The 
punching bag will move, and this movement will be detected 
by the GY6500 MPU6500 sensor implanted in the punching 
bag. With the data from this sensor, the movement (punch 
action) will be also detected. The results of the data logger are 
then used as learning data and the resulting weight is utilized as 
testing data to categorize the strength of the punch. The 
contribution of this study is that the data logger is anticipated to 
capture the athletes’ punch data so that training analysis can be 
carried out based on them. 

II. METHODS 

The stages of this research are hardware design, hardware 
implementation, testing, learning, testing, and result analysis. 
The hardware design of this research is depicted in Figure 1, 
where it is demonstrated that the FSR 402 sensor is implanted 
on the right- and left-hand punching glove. This sensor is 
capable of capturing the punching force signal from both the 
right and left hands. FSR 402 sensors are connected to Wemos. 
The GY6500 MPU6500 sensor is implanted on the punching 
bag to identify movements on the latter. Furthermore, the data 
can be sent via the Internet and can be accessed by the user. 

The Force Sensing Resistor is a Polymer Thick Film (PTF) 
device that shows a decrease in resistance when there is a force 
that hits the active surface [17, 18]. This sensor has been 

widely implemented in various fields [19-21]. GY6500 
MPU6500 is a sensor that can identify direction, calculating the 
degrees of the punch angle. This sensor has been used for 
various purposes, namely to calculate the imbalance of the step 
length of the right and left legs when walking [22]. The 
scenario of this data logger system is depicted in Figure 2. 
When the user hits the punching bag using a punching glove, 
the FSR 402 implanted in the punching glove will receive a 
signal indicating the magnitude of the punching force applied 
to the punching bag. Then the signal indicating the magnitude 
of the punching force will be sent via the internet. The GY 
6500 MPU6500 sensor will send a signal of the movement that 
occurs due to the punch. These three signals will be 
subsequently recorded and can be analyzed to determine the 
extent of the training performance. 

 

 
Fig. 1.  Electronics design. 

 

Fig. 2.  Scenario of data logger system. 

The data generated by the data logger are analyzed and 
divided into learning and testing data. These data will be 
processed and formulated into an 1×5 matrix consisting of 
signal information on the right and left gloves, the force sent by 
the sensor on the right and left gloves, and the position shift of 
the punching bag. This matrix is then used as input. The 
classification carried out comprises 8 clusters: 

 Cluster 1: right-hand low force punches. 

 Cluster 2: right-hand medium force punches. 

 Cluster 3: right-hand high force punches. 
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 Cluster 4: right-hand punches performed with very high 
force. 

 Cluster 5: left-hand low force punches. 

 Cluster 6: left-hand medium force punches. 

 Cluster 7:  left-hand high force punches. 

 Cluster 8: left-hand punches performed with very high 
force. 

The research used K Means, one of the most popular 
Artificial Intelligence (AI) methods, due to its simplicity, low 
computational complexity, and good performance [23]. K 
Means has been modified with a computational geometry 
approach [24, 25], while it can be applied to large data 
conditions [25]. K Means has been implemented in several 
fields, such as the health and traffic sectors [26, 27]. The 
algorithmic learning steps of the K Means are [28]: 

 Determine the number of clusters (k). In this study the 
number of clusters is 8 (k=8). 

 Determine the point of each cluster that becomes the initial 
centroid (cluster center). Given that in this study there are 8 
clusters, there are equivalently 8 initial cluster centers. 

 The grouping of all data points is carried out according to 
the distance of the nearest centroid that has been 
determined by distance calculations, such as the Euclidean 
distance formula: 

d = arc min	∑ (x
��
��� − c�   (1) 

 Repeat the previous step until the specified number of 
epochs is reached. 

The testing process is carried out by analyzing the 
performance of each sensor, namely the FSR 402 sensors 
implanted in the right and left gloves. Data extraction is carried 
out, and the data are marked. The results of this process are 
subsequently utilized as data for the learning process 
employing K Means until the weights used for the testing 
process are obtained. The analysis is carried out by calculating 
the accuracy, precision, recall, and F1 score from the testing 
results. Accuracy, precision, recall, and F1 score are given by 
[29]: 

acc = �����
�����������

    (2) 

Precision = ��
�����

    (3) 

Recall = ��
�����

    (4) 

F1 score = ! � �"#$%&' � (#$)**
 �"#$%&'� (#$)**

   (5) 

where TP represents True Positives, TN represents True 
Negatives, FP represents False Positives, and FN represents 
False Negatives. 

III. RESULTS AND DISCUSSION 

The implementation results are depicted in Figures 3 and 4. 
The FSR 402 is implanted in a glove, as can be seen in Figure 

3. When punching, the FSR will send a signal that can indicate 
the frequency of force hitting the punching bag. 

 

 

Fig. 3.  Glove with FSR 402 implanted inside. 

The punching bag used in this study is displayed in Figure 
4. Its top is glued with the GY 6500 sensor. The MPU6500 will 
send a signal of the movement that occurs due to the blow 
imposed on the punching bag. This sensor will send a position 
on the x and y axes (the movement in the z axis is not allowed, 
causing the punching bag to only move in the x and y 
directions). After obtaining the x and y positions, the 
movement is calculated by: 

r = +x
! − y

!    (6) 

 

 

Fig. 4.  Punching bag with GY 6500 MPU6500 implanted on its top. 

An analysis of the FSR 402 sensor utilization has been 
carried out and the results obtained are detailed in Figure 5. 
When compared with the reference sample, a difference with a 
standard deviation of 0.432 N is observed. This difference is 
shown in Figure 5, where the blue line is the result of the 
system, while the orange line is the result of the reference 
sample. 

The extraction feature process begins with the data 
collection. The classification consists of 8 clusters. Data are 
extracted with the purpose of forming a matrix which will be 
used in the training process by deploying K Means. After data 
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acquisition, an 1×5 matrix is obtained, consisting of signal 
information on the right and left gloves, the force sent by the 
sensor on the right and left gloves, and the position shift of the 
punching bag. The data are divided into 2 parts, namely the 
data used for the learning process and those employed for the 
testing process. The learning process utilizes 25 data for each 
cluster, so the total number of the learning samples is 200. The 
testing data samples are 1200, comprising 150 samples for each 
cluster. The learning process is carried out using K Means with 
a learning rate of 0.1, and for 1000 epochs. The former 
produces weights for each cluster, which are utilized for the 
testing process. The latter is carried out twice, as it comprises 
the testing process using learning data and the testing process 
utilizing testing data. The obtained confusion matrix, as 
described in Table I, represents an accuracy of 95%. Clusters 1-
4 show the punches performed with the right hand, and clusters 
5-6 display the punches performed with the left hand. In Table 
I, it is explained that for clusters 1 and 5, the system had been 
able to classify data correctly. However, for cluster 2, there is a 
data misclassification, where 1 data sample is classified as 
belonging to cluster 1. This also occurs in clusters 3 and 4, 
where a misclassification is, respectively, observed. 

 

 

Fig. 5.  Results of FSR 402 sensor analysis. 

TABLE I.  CONFUSION MATRIX OF THE FIRST TESTING 
PROCESS (LEARNING DATA)  

 
C1 C2 C3 C4 C5 C6 C7 C8 

C1 25 0 0 0 0 0 0 0 

C2 1 24 0 0 0 0 0 0 

C3 0 0 24 1 0 0 0 0 

C4 0 0 1 24 6 0 0 0 

C5 0 0 0 0 25 0 0 0 

C6 0 0 0 0 0 24 1 0 

C7 0 0 0 0 0 1 22 2 

C8 0 0 0 0 0 0 3 22 

 

Clusters 5-8 exhibit the classification of punches performed 
with the left hand. In cluster 5, the system had been able to 
classify punches very well. In cluster 6, however, there is an 
error, because the results of the distance calculation are close to 
the ones in cluster 7. Regarding clusters 7 and 8, there are 3 
classification errors. Such errors occur due to the punching 

force produced between the two classes, so, the results of the 
Euclidean distance calculation allow it to slip in the cluster 
before and after classification. The performance results of the 
testing process using learning data are outlined in Table II. This 
first testing process is useful to find out to what extent the data 
being learned can be recognized. According to the results, this 
process obtained a precision value of 0.927, a recall value of 
0.926, and an F1 score of 0.927. 

TABLE II.  PERFORMANCE OF FIRST TESTING PROCESS 
(LEARNING DATA) 

Performance Value Performance Value 

Precision C1 1.000 Recall/sensitivity 1 0.962 

Precision C2 0.960 Recall/sensitivity 2 1.000 

Precision C3 0.960 Recall/sensitivity 3 0.960 

Precision C4 0.774 Recall/sensitivity 4 0.960 

Precision C5 1.000 Recall/sensitivity 5 0.806 

Precision C6 0.960 Recall/sensitivity 6 0.960 

Precision C7 0.880 Recall/sensitivity 7 0.846 

Precision C8 0.880 Recall/sensitivity 8 0.917 

Precision 0.927 Recall/sensitivity 0.926 

Accuracy 0.950 F-1 Score 0.927 

 

The confusion matrix from the testing process using testing 
data is shown in Table III. In this process, the system accuracy 
is 93.6%. It can be seen that the inter-class feature exhibits a 
type of transition, e.g. in clusters 3 and 4.  

TABLE III.  CONFUSION MATRIX OF THE SECOND TESTING 
PROCESS (TESTING DATA) 

 
C1 C2 C3 C4 C5 C6 C7 C8 

C1 142 8 0 0 0 0 0 0 

C2 7 139 4 0 0 0 0 0 

C3 0 2 144 4 0 0 0 0 

C4 0 0 10 140 0 0 0 0 

C5 0 0 0 0 146 4 0 0 

C6 0 0 0 0 3 147 0 0 

C7 0 0 0 0 0 0 130 20 

C8 0 0 0 0 0 0 15 135 

TABLE IV.  PERFORMANCE OF SECOND TESTING PROCESS 
(TESTING DATA) 

Performance Value Performance Value 

Precision C1 0.947 Recall/sensitivity 1 0.953 

Precision C2 0.927 Recall/sensitivity 2 0.933 

Precision C3 0.960 Recall/sensitivity 3 0.911 

Precision C4 0.933 Recall/sensitivity 4 0.972 

Precision C5 0.973 Recall/sensitivity 5 0.980 

Precision C6 0.961 Recall/sensitivity 6 0.974 

Precision C7 0.867 Recall/sensitivity 7 0.878 

Precision C8 0.900 Recall/sensitivity 8 0.871 

Precision 0.933 Recall/sensitivity 0.934 

Accuracy 0.936 F-1 Score 0.934 

 

The system performance in the testing process is described 
in Table IV. The acquired precision is 0.933. The system 
precision result is obtained from the average of the precision 
values of each cluster. The highest precision value is obtained 
from cluster 6, and the lowest from cluster 7. The average 
system recall value is 0.934. The F1 score is 0.934, exhibiting 
that the system had been able to classify the punching force 
very well. 
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The observed failure in classification emerges because the 
features of clusters 3 and 4 are close and partially overlap. This 
allows some data that should be in cluster 3 to be classified as 
being in cluster 4, and vice versa, as portrayed in Figure 6. The 
distance between the enter points of clusters 3 and 4 is close 
and some data overlap laying the foundation for 
misclassifications.  

 

 
Fig. 6.  Illustration of the analysis of the results of the right-hand punch 

test (clusters 1-4). 

The left-hand stroke, based on the confusion matrix in 
Table III, shows that there is a misclassification in clusters 5 
and 6. There are 4 data classified as being in cluster 6 even 
though they should be classified as being in cluster 5. After a 
further analysis, it turns out that this is because some data from 
clusters 5 and 6 overlap, as depicted in Figure 7. This overlap 
position is responsible for the wrong results of the Euclidean 
distance calculation and must be separated from the 
neighboring center. 

 

 
Fig. 7.  Illustration of the analysis of the results of the left-hand punch test 

(clusters 5-8). 

Cluster 6 and 7 data positions do not overlap. Thus, the 
classification error condition between the two classes does not 
occur. For clusters 7 and 8 there is a higher overlap, where 
there are 20 data samples classified as being in cluster 8 (and 
should be classified as being in cluster 7) and 15 samples 
classified as being in cluster 7 (and should be classified as 
being in cluster 8). Figure 7 displays that clusters 7 and 8 do 

have some data proximity. This is what causes the 20 samples 
from the Euclidean distance calculation to be closer to the 
center point of cluster 8 than the center point of cluster 7. This 
phenomenon also occurs in 15 other samples. This issue can be 
found in several other studies, possibly due to the final 
calculation results of the distance using the Euclidean distance 
[30]. So, one of the challenges of using K Means is to produce 
optimal centroids in each cluster [31]. Another challenge 
concerns how to label the initial data so that they can improve 
system performance [32].  

The current research was conducted to facilitate punching 
bag users, who have so far been limited to punching exercises 
without knowing their progress in these exercises. The use of 
the proposed technology is expected to meet their needs, 
offering an alternative solution. In previous research, punching 
bag users could only hit at a certain point of the punching bag 
[1-3]. In this study, though, users have been able to hit 
dynamically anywhere on the punching bag. However, this 
study still has some weaknesses, as it is not camera-based, and 
the punching force produced must not be more than 100 N. 
Another difference with previous studies is that they employed 
SVMs [4], CNNs, and LSTM [7], while this research applies K 
Means based on a data logger. The advantage of this system is 
that it has been equipped with a data logger, so, users can see 
their progress by accessing it. 

IV. CONCLUSIONS 

The purpose of this study is to classify the punches on a 
punching bag using K Means based on a data logging system. 
The data were recorded properly in the data logger system, and 
were subjected to feature extraction. The results were 
subsequently subjected to a learning process, obtaining the 
weights which were later used in the testing process. The 
testing process results are 93.6% accuracy, 0.933 precision, 
0.934 recall, and 0.934 F1 score. Based on these findings, it 
seems that the classification of the right and left punch forces 
can be efficiently performed. For now, the maximum force that 
can be captured is 100 N, meaning that the current research 
cannot meet the needs of professional athletes. It is, therefore, 
necessary to conduct experiments on the proposed sensors to 
accommodate higher punching forces. In addition, other 
Artificial Intelligence (AI) methods can be deployed to identify 
and classify punches. The contribution of this research is that 
the utilized data logger is able to capture the force data of the 
punches performed by the athletes. Thus, training analysis 
process can be carried out based on these data. If the magnitude 
of the punching force data is known, users can analyze it and 
improve their performance. The novelty of this research is the 
implementation of K Means in analyzing the force of the 
athlete's punch. Another novelty is that the punch can be 
dynamically analyzed because the sensor is implanted in the 
glove. 
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