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ABSTRACT 

Market clustering is increasingly important for companies to understand consumer shopping behavior in 

the context of complex data. This study aims to develop a hybrid model that integrates Principal 

Component Analysis (PCA) and k-medoids to enhance market clustering based on consumer shopping 

patterns. The methods used include data preprocessing, PCA application for dimensionality reduction, and 

clustering using k-medoids. The quality of the clusters is evaluated with various validity indices. The 

results show that the hybrid model produces clusters with better quality compared to the single k-medoids 

method, as seen from the Calinski-Harabasz Index (CHI), theSilhouette Width (SW), and the Davies-

Bouldin (DB) index. The implications of these findings emphasize the importance of adopting hybrid 

methods in marketing strategies to improve understanding of consumer behavior dynamics and allow 

companies to adjust their marketing strategies more effectively. This study provides a strong foundation 

for further development in clustering analysis across various industry sectors and highlights the potential 

for innovative techniques to address dynamic market challenges. 

Keywords-market clustering; principal component analysis; k-medoids; dimensionality reduction; consumer 

behavior   

I. INTRODUCTION  

Market clustering is crucial for companies to identify 
correlations between specific market clusters and customer 
shopping patterns and preferences. It allows companies to 
customize their strategies, messages, promotions, and special 
offers for these market clusters [1]. With the increasing 
complexity of market data, hybrid clustering methods have 
emerged as an innovative approach to enhance the 
effectiveness of market clustering. Hybrid methods combine 
the strengths of different clustering methods to overcome the 
shortcomings of each method. Case studies across various 
industries, such as marketing and consumer behavior analysis, 
have demonstrated that hybrid methods not only enhance 
clustering results but also offer deeper insights for strategic 
decision-making [2]. Therefore, adopting hybrid methods in 
market segmentation is becoming increasingly important to 
address the challenges posed by dynamic and diverse data. 

Hybrid clustering methods have the potential to enhance the 
accuracy and robustness of market clustering. However, their 
implementation often encounters several challenges. 
Integrating multiple clustering methods requires careful 
alignment of parameters and algorithm structure. The main 
difficulty lies in determining an effective way to combine each 
method's results, including how to incorporate clusters 
generated by different algorithms without compromising the 
quality or validity of the clustering results. Furthermore, the 
technical complexity of hybrid methods often necessitates more 
intricate parameter settings and a deeper understanding of the 
interactions between the methods used. Suboptimal 
implementation can lead to inconsistent results or degrade the 
overall model performance. Hence, this research aims to 
develop a hybrid model that integrates dimensionality 
reduction (Principal Component Analysis-PCA) and machine 
learning (k-medoids) methods to optimize market clustering 
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based on customer shopping patterns. The study focuses on 
how combining different methods can enhance market 
clustering performance in a dynamic and complex context, 
unlike previous studies that typically concentrate on a single 
clustering method or test hybrid method in a limited domain. 
The PCA method is used to identify patterns and reduce 
complexity in data without losing important information, 
aiming to improve clustering performance [3]. Meanwhile, the 
k-medoids is driven to enhance the classical clustering method, 
making the clustering results more proportional and optimal. 
The k-medoids method is selected because it can effectively 
cluster datasets containing outliers [4]. 

The rationale for this study is rooted in the pressing need 
for more adaptable and precise clustering methods given the 
increasing complexity of market data. Furthermore, there is a 
lack of understanding regarding the application of hybrid 
clustering methods. By addressing these gaps in the literature 
and proposing a new evidence-based approach, this study aims 
to significantly advance the effectiveness of hybrid clustering 
methods and establish a foundational literature for future 
research in market clustering. As a result, this study's 
contribution will enhance the theoretical aspects of market 
clustering and positively impact industry practices by offering a 
more accurate and adaptable approach to market clustering. 

II. RELATED WORK 

In the e-commerce business, market clustering is a dynamic 
and demanding area [5]. It drives researchers to specify 
opportune market clustering techniques [6]. Customer 
clustering generally involves using the Recency, Frequency, 
and Monetary (RFM) model to investigate past consumer 
buying behavior [7-9]. Authors in [10] emphasized that the 
RFM model can also induce crucial insights for market 
clustering. The RFM model can be used to develop effective 
marketing strategies [11] and can be effectively implemented in 
the sales sector [12, 13]. 

Classical market clustering methods using RFM models 
have limitations in processing real-time data, which can result 
in missing opportunities to identify patterns, automate 
processes, uncover correlations, and analyze market trends. By 
applying machine learning methods, businesses can adapt to 
evolving customer preferences and shopping patterns, ensuring 
that they can effectively reach the appropriate consumers with 
the right messages at the right time, thus saving time and 
resources [14]. Furthermore, combining dimensionality 
reduction with machine learning methods could lead to the 
development of diverse market clustering strategies [15-17]. 

Machine learning enables the real-time analysis of customer 
shopping history data, allowing businesses to observe patterns 
and changes in customer preferences [1, 18]. Authors in [19] 
utilized a priori and k-means methods to group potential buyers 
according to their characteristics and transaction patterns with 
specific merchants. Authors in [20] utilized several machine-
learning techniques, including the Wald, fuzzy c-means, and k-
means methods to cluster customers. This approach enables 
marketers to provide personalized experiences, including 
tailored messages, recommendations, and offers based on 

individual customer preferences, leading to increased customer 
loyalty, sales, and competitive advantage [21-23]. 

III. METHODS 

The dataset used is a history of 556,121 sales transactions 
for the duration of one year. This study presumes that the 
hybrid machine learning methods can enhance the single 
clustering method and classical RFM analysis to produce more 
accurate and balanced market clustering. Therefore, a hybrid 
method that integrates PCA and k-medoids methods is 
expected to improve the scalability of real-time data 
processing, identifying patterns, correlations, and dynamics of 
changes in customer preferences that may be missed by 
classical method analysis. Figure 1 illustrates the working 
procedure of the proposed market clustering model to identify 
shopping patterns and customer preferences. This study utilizes 
R-Studio as a tool for visualization and data processing. 

 

 

Fig. 1.  Working procedure of the proposed method. 

A. Data Preprocessing 

Data preprocessing involves transforming the raw database 
into a market dataset that is ready to use. This stage includes 
cleaning incomplete data, outliers, and duplications as a first 
step. The second step involves normalizing the data using z-
score and natural logarithm (log base 10) [13]. 

B. Dimensionality Reduction 

Dimensionality reduction is a technique used to discover 
patterns in data. It can simplify without losing important 
information and enhance clustering performance. This study 
used the PCA method for data dimensionality reduction. The 
factoextra package in R programming [24] is implemented as a 
tool for PCA. 

C. Cluster Validity Index 

This step is needed to determine the best number of market 
clustering. To do this, three validity indices: Ratkowsky-Lance 
Index (RLI), Krzanowski-Lai Index (KLI), and Calinski-
Harabasz Index (CHI) are implemented, which are available in 
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the NbClust package for R programming [25]. The 
accumulated index values will be used for market clustering. 

D. Market Clustering 

The next stage involves clustering the market dataset and 
PCA's result using the k-medoids method [26]. The k-medoids 
method utilizes the factoextra package in R programming. This 
process will generate market clusters, each containing a 
specific number of customers. 

E. Cluster Quality Measurement 

The quality of the market clusters was assessed using 
internal validation measures including Silhouette Width (SW), 
Dunn Index (DI), and Davies-Bouldin (DB) index. The higher 
SW and DI values indicate better-quality clusters [13]. 
Likewise, the smaller DB value indicates better-quality 
clusters. SW for each object i is determined by (1) [27]: 

����� � ����	
���
���
���,�����    (1) 

where �(�) represents the average distance between object � and 
all other objects within the same cluster and �(�) represents the 
average distance between object � and all objects in different 
nearest clusters. DI is determined by [28]: 

�� � ������ ���� ,���
�
�� �����     (2) 

where  � and  ! are different clusters, d( �, !) represents the 
distance between clusters  � and  !, and d( ") is the maximum 
distance between points in cluster  ". The DB is determined by 
[29]: 

�# � $
% ∑ max*+� ,  .�/ .�

����/���0%�1$    (3) 

where si is the internal distance of cluster  �. 

IV. RESULTS AND DISCUSSION 

The raw dataset contains 556,121 sales transaction entries, 
comprising seven variables: OrderID, OrderDate, CustomerID, 
ProductID, Quantity, UnitPrice, and Profit. The dataset was 
cleaned of duplicates, incomplete, and inconsistent data in the 
data preprocessing step. In this step, 32 incomplete records 
were identified and removed. The dataset was then aggregated 
based on CustomerID and produced a new dataset with six 
variables: Customer_ID, Quantity, Recency, Frequency, 
Monetary, and Profit, totaling 56,114 data points. Additionally, 
two outliers were removed from the final dataset. 

To address resource limitations, a random sample equal to 
10% of the entire dataset was selected while ensuring that the 
dataset was representative of the market clustering analysis. As 
a result, the final dataset consisted of 5,612 data points. The 
dataset was then normalized using z-score and natural 
logarithm (log base 10) to simplify the calculations. 

Furthermore, the dimensionality reduction step using PCA 
produces three dimensions that cover more than 80% of the 
proportion of variation and cumulative in the dataset, as 
depicted in Figure 2. The PCA results are illustrated in Figure 3 
in a biplot form. Vectors further from the origin have a more 
significant influence on the dimension. 

 

Fig. 2.  Contribution of each variable. 

 
Fig. 3.  Contribution of each variable. 

Table I shows the results of validity indices using RLI, 
KLI, and CHI for both the k-medoid method and the PCA and 
k-medoid model. The best validity index for the k-medoid 
method is 3. Meanwhile, for the PCA and k-Medoid model, k = 
4 is considered the best validity index. 

TABLE I.  VALIDITY INDICES  

Validity Index k-medoids PCA and k-medoids 

RLI 3 2 

CHI 3 4 

KLI 8 4 

 

Furthermore, the k-medoids method and the PCA and k-
medoids model were utilized for market clustering. The best 
validity index for each model was used. The market clustering 
results are visualized in Figures 4 and 5, and the cluster quality 
measurements using DB, DI, and SW are listed in Table II. 
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Fig. 4.  Market clustering using the k-medoids method. 

 

Fig. 5.  Market clustering using PCA and k-medoids model. 

TABLE II.  CLUSTER QUALITY MEASUREMENT 

Model DB DI SW 

k-medoids 416.6504 0.0004 0.3320 

k-medoids and PCA 278.1917 0.0004 0.3654 

 

The measurement results show that the DB, DI, and SW 
values for the PCA and k-medoids models are higher than the 
standalone k-medoids method. These results show that the 
intra-cluster and inter-cluster variances are high, showing that 
the PCA and k-medoids integration is a hybrid model that 
produces good market clustering. 

The results from using the hybrid model demonstrate a 
significant improvement in clustering quality compared to the 
single k-medoids method. The enhanced validity of the indices 
in the hybrid model, particularly in CHI, indicates that 
incorporating PCA into the clustering process enables the 
identification of patterns and structures in more complex data. 
This is also evident from the increase in SW values and the 
decrease in DB, indicating that the resulting clusters are more 
distinct and exhibit higher internal similarities. Integrating PCA 
reduces the dimensionality of the data while retaining 

important information, aiding k-medoids in handling data with 
outliers and high complexity. Therefore, these results confirm 
that utilizing the hybrid model not only enhances the accuracy 
and robustness of clustering but also offers a deeper 
comprehension of consumer shopping behavior dynamics, 
which is highly valuable for strategic decision-making in a 
dynamic market. 

V. CONCLUSION 

This study presents a significant advancement in market 
clustering methodology by developing a hybrid model that 
effectively integrates PCA with the k-medoids method. By 
leveraging a dataset of over half a million sales transactions, 
the study successfully demonstrates that the proposed hybrid 
approach can enhance cluster quality and uncover more 
complex patterns and dynamics in the data compared to 
traditional k-medoids clustering. The improvement in the CHI 
and SW, along with a decrease in the DB index, confirms that 
integrating PCA reduces dimensionality without sacrificing 
important information effectively. The findings highlight the 
importance of using hybrid methods in clustering analysis, 
especially in dynamic and diverse markets, and enabling the 
formulation of appropriate marketing strategies. 

Ultimately, the findings align with previous studies that 
support the hybrid method, emphasizing their relevance in 
addressing the growing challenges of data analysis in today's 
marketing landscape. This study paves the way for further 
studies on the hybrid approaches implementation in various 
industry sectors. 
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