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ABSTRACT 

This study introduces an advanced Deep Learning (DL) framework, the Convolutional Neural Network-

Gated Recurrent Unit-Recurrent Neural Network (CNN-GRU-RNN). This model is engineered to forecast 

climate dynamics extending to the year 2050, with a particular focus on four pivotal scenarios: 

temperature, air temperature dew point, visibility distance, and atmospheric sea level pressure, specifically 

in Al-Kharj City, Saudi Arabia. To address the data imbalance problem, the Synthetic Minority Over-

Sampling Technique was employed for Regression along with the Gaussian Noise (SMOGN). The efficacy 

of the CNN-GRU-RNN model was benchmarked against five regression models: the Decision Tree 

Regressor (DTR), the Random Forest Regressor (RFR), the Extra Trees Regressor (ETR), the Bayesian 

Ridge Regressor (BRR), and the K-Nearest Neighbors Regressor (KNNR). The models were evaluated 

using five distinct metrics: Mean Squared Error (MSE), Mean Absolute Error (MAE), Median Absolute 

Error (MedAE), Root Mean Squared Error (RMSE), and the coefficient of determination (R2). The 

experimental outcomes demonstrated the superiority of the CNN-GRU-RNN model, which surpassed the 

traditional regression models across all four scenarios. 

Keywords-climate change; deep learning; temperature; air temperature dew point; visibility distance; 

atmospheric sea level pressure  

I. INTRODUCTION  

Climate change denotes alterations in typical atmospheric 
conditions, encompassing factors like precipitation, 
temperature, humidity, and wind patterns [1]. Additionally, it 
entails modifications in the occurrence and severity of these 
meteorological phenomena. The terrestrial climate is 
undergoing substantial transformations, a trajectory anticipated 
to persist and possibly intensify over the coming century and 
beyond [2]. The magnitude of these future climatic shifts is 
contingent primarily upon the volume of the greenhouse gases 
released and the Earth's responsiveness to such emissions. 
Should robust measures be undertaken to curtail greenhouse 
gas outputs, it is conceivable to confine global warming to 

within 2 degrees Celsius [3]. Conversely, a failure to enact 
these mitigations could precipitate an escalation in mean global 
temperatures by 5 degrees Celsius or greater by the end of the 
century. The current velocity of climate change surpasses any 
other epoch in the annals of Earth's climatological history [4]. 
Clear signs of a warming planet, such as the rising global 
temperatures, rising sea levels, warming of the upper layers of 
the oceans, melting ice on land, shrinking Arctic Sea ice, and 
deeper seasonal thawing of soils, are witnessed [5]. These 
trends are well documented and confirmed by many 
independent research groups around the world. The rising 
average temperatures denote that the heat waves are now more 
frequent and tend to be hotter. Some of the extreme heat waves 
being experienced nowadays would likely not have occurred if 
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the planet had not been recently warming [6-10]. In this 
context, Artificial Intelligence (AI) emerges as a pivotal tool, 
focusing on predictive analysis and the use of datasets of 
climate change and weather data [11]. The versatility of AI 
allows it to be used in a variety of ways to reduce the harmful 
effects of climate change [12]. These AI methods include 
increasing energy efficiency, improving carbon capture and 
storage, forecasting renewable energy production, managing 
energy grids, designing sustainable buildings, improving 
transportation systems, advancing smart agriculture, improving 
industrial processes, reducing deforestation, and creating 
resilient cities. AI has revolutionized climate modeling by 
processing complex multidimensional data to produce more 
accurate and detailed climate predictions [13-17]. 

The motivation for this study stems from the need to 
enhance climate change prediction models by addressing the 
limitations of the existing approaches. Current research 
primarily relies on traditional Machine Learning (ML) or basic 
hybrid models, which often focus on short-term forecasts, 
single climate variables, and specific geographic regions. There 
is a clear demand for more sophisticated DL models capable of 
delivering accurate, multi-scenario, and long-term predictions, 
particularly for understudied regions like Al-Kharj city, Saudi 
Arabia. By developing a CNN-GRU-RNN model that 
outperforms traditional techniques in predicting various climate 
parameters up to 2050, this study aims to provide valuable 
insights for improved climate adaptation and mitigation 
strategies. 

II. LITERATURE REVIEW 

Authors in [18] demonstrated the impact of climate change 
on the rain rate distribution in a Malaysian city using hydro-
estimator data for the period 2011-2020. The study found an 
increasing trend in rainfall rates, indicating the effects of 
climate change, which may exacerbate rainfall fading and 
impact signal performance for high-frequency communication 
systems, such as 5G. Authors in [19] employed a technique 
known as prophetic forecasting to project annual temperatures 
in Myitkyina for the period from 2010 to 2017. This method, a 
variant of parametric regression, integrated distinctive holidays 
and seasonal trends, facilitating intricate time series predictions 
with a minimal parameter set. The precision of their forecasts 
was evaluated using the RMSE, which was found to be 5.7573 
for the years 2012 and 2013. Authors in [20] presented three 
models to predict temperatures using the high-resolution 
operational model GRAPES-3km. Their dataset included 
records from Shaanxi Province, China, covering the years 2019 
and 2020. LightGBM was the most effective method, 
delivering a prediction accuracy surpassing 84%. Authors in 
[21] devised the WD-SARIMAX model to predict 
temperatures in Delhi. The model's efficacy was assessed 
through multiple metrics, including MSE, MAE, MedAE, 
RMSE, Mean Absolute Percentage Error (MAPE), and R2. The 
WD-SARIMAX model exhibited commendable results, with 
respective values of 2.80, 1.13, 0.76, 1.67, 4.90, and 91%. 

Authors in [22] investigated the prediction of sea levels 
utilizing Genetic Programming (GP) and Artificial Neural 
Networks (ANNs). Rather than directly forecasting sea levels, 
they concentrated on Sea Level Anomalies (SLAs). The study 

involved analyzing hourly data on local wind shear speed 
components over the previous 12 hours at four coastal locations 
in the USA. Their findings indicated that the GP algorithm 
surpassed the ANN in accuracy, achieving notable results: a 
maximum correlation coefficient of 0.998, a MAE of 0.106 
meters, a dispersion index of 0.031, and an efficiency 
coefficient of 0.995 for an one-day forecast. 

Authors in [23] developed a forecasting model utilizing six 
ML regression techniques to predict global temperatures. Their 
findings revealed that the CBR model excelled, surpassing the 
performance of the other regression models with an R2 value of 
92.4%. Authors in [24] demonstrated a hybrid CNN-BRNN 
model to predict temperature, air temperature dew point, 
visibility distance, and atmospheric sea level pressure. The 
experimental results demonstrated that the CNN-BRNN model 
achieved the best results among other models for predicting 
climate change scenarios. Authors in [25] performed a 
comparative analysis employing 10 ML regression models 
alongside an ensemble model. The ensemble model 
outperformed the individual models. For humidity, the 
ensemble model recorded MAE, RMSE, MSE, and R2values of 
4.0126, 29.9885, 5.4428, and 93.35%, respectively. Regarding 
the minimum temperature, the ensemble model achieved MAE, 
RMSE, MSE, and R2 values of 0.7908, 1.0515, 1.1329, and 
90.18%. For the maximum temperature, the ensemble model 
yielded MAE, RMSE, MSE, and R2 values of 1.2515, 1.6591, 
2.8038, and 82.05%. In the context of rainfall, the model 
demonstrated MAE, RMSE, MSE, and R2 values of 0.2142, 
0.4100, 0.1681, and 77.33%. 

Authors in [26] first preprocessed and cleaned air pollution 
data from 23 Indian cities over six years, including missing 
values and outliers. Skewed features were logarithmically 
transformed, while major pollutants impacting the Air Quality 
Index (AQI) were identified using a correlation-based feature 
selection. According to exploratory data analysis, the pollution 
levels dropped significantly in 2020. The dataset is balanced 
and separated into training and testing sections using SMOTE. 
ML models predict AQI, with XGBoost being the most 
accurate and SVM being the least accurate. The models are 
evaluated using accuracy, precision, recall, and F1-score, with 
XGBoost performing the best. The study implies that DL could 
improve AQI prediction in future air quality studies in India. 
Authors in [27] forecast PM10 air quality in Battaramulla and 
Kandy, Sri Lanka, utilizing twelve air quality metrics and five 
models: XGBoost, CatBoost, LightBGM, LSTM, and GRU. 
The LightBGM algorithm predicted PM10 levels most 
accurately in both sites, according to multiple indicators. The 
study found that customized forecasting models are needed for 
distinct locations and that seasonal fluctuations increased PM10 
levels in both areas. 

A. Research Gap and Contribution 

There is a significant gap in the development of advanced 
DL models that can effectively handle multi-scenario, long-
term climate predictions for specific regions, such as the city of 
Al-Kharj, Saudi Arabia. While previous studies have examined 
individual variables, such as temperature or rainfall, they lack a 
comprehensive approach that considers multiple climate factors 
simultaneously. Additionally, the comparative analysis 
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between DL and traditional models remains underexplored, 
particularly over extended time periods up to 2050. This study 
aims to fill these gaps by introducing a novel CNN-GRU-RNN 
model that outperforms conventional regression techniques 
across various metrics, providing a more robust predictive 
capability for climate change adaptation. Specifically, the study 
aims to predict climate change in Al-Kharj, Saudi Arabia, up to 
the year 2050 using four different scenarios: temperature, air 
temperature dew point, visibility distance, and atmospheric sea 
level pressure. It compares the performance of the proposed 
CNN-GRU-RNN model with five traditional regression 
models: the DTR, RFR, ETR, BRR, and KNNR. To assess 
these models, various metrics, including MSE, MAE, MedAE, 
RMSE, and R2, are utilized. The findings reveal that the CNN-
GRU-RNN model surpasses conventional regression models 
across all four scenarios, yielding remarkable R2 values of 
98.64% in the first scenario, 98.13% in the second, 98.71% in 
the third, and an impressive 98.85% in the fourth.  

III. METHODOLOGY 

This research utilizes a sophisticated DL framework, the 
CNN-GRU-RNN architecture, to predict climate variations in 
Al-Kharj, Saudi Arabia, up to the year 2050. The methodology 
unfolds as follows: 

 Identification of dataset features. 

 Applying the Synthetic Minority Over-Sampling Technique 
for Regression with Gaussian Noise (SMOGN) to address 
dataset imbalance. 

 Normalization of data using Min-Max normalization. 

 Partitioning of the dataset into training (70%), validation 
(15%), and testing (15%). 

 Training the CNN-GRU-RNN model. 

 Leveraging a suite of performance evaluation metrics, 
including MSE, MAE, MedAE, RMSE, and R2. 

 Assessing the performance of the proposed model in 
predicting climate change in Al-Kharj City across the four 
scenarios: temperature, air temperature dew point, visibility 
distance, and atmospheric sea level pressure. 

A. Dataset 

The dataset employed in this study originates from [28], it 
was issued from 2019 encompassing 7 unique attributes and 
comprising a total of 51,358 records. Its features include wind 
direction angle, wind speed rate, sky ceiling height, visibility 
distance, temperature, air temperature dew point, and 
atmospheric sea level pressure. It entails 4 classes, 
Temperature, Visibility distance, Air temperature dew point 
and Atmospheric sea level pressure, for prediction. A detailed 
statistical analysis of these features is provided in Table I. 
Figure 1 depicts the heatmap analysis of the dataset features, 
offering a visual representation of the interrelationships and 
correlations among the variables. The heatmap analysis is an 
effective way to visually represent how different features in the 
dataset are related to each other. It is often used in exploratory 
data analysis to uncover relationships and patterns between  the 
variables. 

TABLE I.  STATISTICAL ANALYSIS FOR THE DATASET 
FEATURES 

Feature Name Mean Std Min 50% Max 

Wind direction 
angle 

277.67 291.06 10 180 999 

Wind speed rate 6.6688 49.721 0.0 4.1 999.9 
Sky ceiling height 669280 399381 15 99999 99999 
Visibility distance 881341 269274 0.0 9900 99999 

Temperature 28.9671 37.3852 1.6 28 999.9 
Air temperature 

dew point 
3.63588 51.4667 25 0.0 999.9 

Atmospheric sea 
level pressure 

9999.55 56.0842 1004 9999.9 9999.9 

 

 
Fig. 1.  Heatmap analysis for the dataset features. 

B. Synthetic Minority Over-Sampling for Gaussian Noise 
Regression (SMOGN) 

SMOGN is a technique designed to deal with imbalanced 
datasets in regression tasks. Unlike classification tasks, where 
the objectives are categorical, regression deals with continuous 
objectives [29-31]. 

C. Min-Max Normalization 

Normalization is a prevalent preprocessing method in ML, 
designed to address the challenge of datasets with varied scales 
[32]. This technique ensures that all data points are treated 
equally by applying specific mathematical transformations, 
thus enabling fair comparisons. It achieves this by converting 
disparate metrics into a standardized format [33]. The process 
involves adjusting the minimum and maximum values to 
normalize the data range. The goal is to map the smallest data 
point to 0 and the largest to 1, with all other values being 
proportionally distributed within this normalized interval of 0 
to 1 [34]. The Min-Max normalization formula is detailed as: 

� � ����� 	�

��� 	�
���� 	�
    (1) 

where �  signifies the normalized data, �  denotes the original 
input data, 
�� 	�
 indicates the maximum value within the 
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input dataset, and 
�� 	�
  represents the minimum value 
within the same dataset. 

D. Convolutional Neural Network (CNN) 

CNN is a distinct DL architecture class engineered 
specifically for handling structured network data [35]. Modeled 
after the human visual system, CNN is employed for various 
tasks, including both classification and regression. These 
networks consist of multiple foundational layers that 
methodically process and transform input data to produce 
predictions [36]. The principal layers in CNN are convolutional 
layers, activation function, pooling layers, fully connected 
layers, and output layer. 

E. Gated Recurrent Unit (GRU) 

GRU is a specialized neural network architecture 
specifically engineered for processing sequential data [37]. As 
a variant of Recurrent Neural Networks (RNNs), GRUs address 
several challenges associated with traditional RNNs, such as 
the vanishing gradient problem, which hinders effective 
learning across long sequences. Although GRUs are akin to 
Long Short-Term Memory (LSTM) networks in their use of 
gating mechanisms to manage information flow [38], GRUs 
represent a more recent innovation, featuring a streamlined and 
efficient architectural design compared to LSTMs. 

F. Recurrent Neural Network (RNN) 

RNNs represent a distinct category of ANNs engineered to 
process data with temporal or sequential dependencies [39]. 
Unlike conventional feed-forward neural networks, RNNs 
incorporate self-recurrent connections that allow them to 
preserve memory of previous inputs. This unique architectural 
feature equips RNNs with the capability to handle tasks, where 
maintaining contextual continuity or managing input sequences 
is essential. While the basic unit of an RNN is a neuron, like 
those found in other neural network frameworks [40], each 
neuron in an RNN is linked to its output from the previous time 
step. This recurrent connection supports the retention of a 
hidden state that integrates information from past inputs, 
thereby enabling the network to effectively capture and 
leverage temporal dependencies. 

G. The Proposed CNN-GRU-RNN Model 

The architecture of the proposed CNN-GRU-RNN model is 
detailed through the following stages: 

 Input layer: The model processes the input as a sequence of 
vectors, each with a dimension of 7, formatted as (1, 7, 1). 

 Convolutional layers: The network consists of four 
convolutional layers. The first layer employs 256 filters 
with a kernel size of 10, the second layer utilizes 128 filters 
with a kernel size of 7, the third layer incorporates 32 filters 
with a kernel size of 5, and the fourth layer applies 16 filters 
with a kernel size of 3. Each convolutional layer is 
activated through the ReLU function. 

 Max pooling layer: After the convolutional layers, a max 
pooling operation with a 3×3 window is applied to diminish 
the spatial dimensions of the feature maps. 

 GRU layer: The processed output of the max pooling layer 
is routed through a GRU layer featuring 256 hidden units. 

 RNN layer: This output is then channeled into an RNN 
layer with 128 hidden units. 

 Fully connected layer: The concluding layer is a fully 
connected layer comprising 64 neurons, activated by ReLU. 

 Output layer: The final output layer employs a linear 
activation function and consists of a single neuron. 

The model is configured with a batch size of 128, a learning 
rate of 0.001, and utilizes the Adam optimizer, with a total of 
50 epochs. 

H. Evaluation Metrics 

To evaluate the efficacy of the proposed CNN-GRU-RNN 
model in comparison to other models examined in this study, 
the latter utilized a range of assessment metrics [41-42]. These 
metrics include MSE, MAE, MedAE, RMSE, and R2. The 
mathematical formulations for these evaluation criteria are 
given by: 

��� � �
� ∑ 	���� − ����
�����    (2) 

��� � �
� ∑ |���� − ����|����    (3) 

�� �� � 
� ���	|���� − ����|, … , |���� − ����|
 (4) 

#��� � $�
� ∑ 	���� − ����
�����   (5) 

#� � 1 − ∑ 	&'()�*+,)
-.)/0
∑ 12∑ &'().)/0 3�&'()4-.)/0

   (6) 

where, � represents the dataset sample size, and  ���� , ���� are 
the �(5 actual and predicted values, respectively. 

IV. RESULTS AND DISCUSSION 

This study’s experiments were carried out using Jupyter 
Notebook version 7.2.1, an esteemed platform for Python-
based data analysis and visualization. Jupyter Notebook 
provides an ideal environment for code development, 
execution, and documentation, alongside the creation of visual 
data representations. It supports a range of programming 
languages, including Python 3.10, and is operated through a 
web browser interface. The experiments were conducted on a 
PC running Microsoft Windows 10, featuring an Intel Core i7 
processor, 32GB of RAM, and an Nvidia RTX 2080 GPU. The 
hyperparameter settings for the ML regression models used in 
this study are detailed in Table II. 

TABLE II.  HYPERPARAMETERS FOR THE FIVE 
TRADITIONAL ML REGRESSION MODELS 

Models Hyperparameters 

DTR Max_depth = 50, criterion = "squared_error". 

RFR N_estimators = 150, max_depth = 30. 

ETR N_estimators = 100, max_depth = 20. 

BRR Max_iter = 100, tol = 0.01. 

KNNR N_.neighbors = 20, weights = "distance". 
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Tables III-VI present the performance metrics for the CNN-
GRU-RNN model alongside five conventional ML regression 
models, DTR, RFR, ETR, BRR, and KNNR, for predicting 
temperature, air temperature dew point, visibility, and 
atmospheric sea level, respectively, evaluated using the metrics 
specified in (2)-(6). The CNN-GRU-RNN model demonstrated 
superior performance across all evaluated metrics, recording 
the minimal values for MSE, MAE, MedAE, RMSE, and the 
highest R2. Conversely, the KNNR model exhibited the least 
favorable performance, with elevated values for MSE, MAE, 
MedAE, and RMSE, and the lowest R2. 

TABLE III.  EVALUATION OF THE EFFICACY OF THE 
PROPOSED CNN-GRU-RNN MODEL COMPARED TO 

TRADITIONAL REGRESSION MODELS IN PREDICTING 
TEMPERATURE 

Model MSE MAE MedAE RMSE 67	%
 

CNN-GRU-RNN 0.0102 0.0805 0.0676 0.1010 98.64 
DTR 0.0215 0.0921 0.0745 0.1466 96.94 
RFR 0.0263 0.0987 0.0791 0.1621 96.27 
ETR 0.0374 0.1362 0.0854 0.1933 94.85 
BRR 0.0586 0.3748 0.1736 0.2420 93.76 

KNNR 0.0862 0.7942 0.4681 0.2935 91.85 

TABLE IV.  EVALUATION OF THE EFFICACY OF THE 
PROPOSED CNN-GRU-RNN MODEL COMPARED TO 

TRADITIONAL REGRESSION MODELS IN PREDICTING AIR 
TEMPERATURE DEW POINT 

Model MSE MAE MedAE RMSE 67	%
 

CNN-GRU-RNN 0.0141 0.0952 0.0813 0.1187 98.13 

DTR 0.0247 0.1054 0.0962 0.1571 96.83 

RFR 0.0374 0.2536 0.1392 0.1933 95.79 

ETR 0.0562 0.4714 0.3543 0.2370 94.04 

BRR 0.0826 0.6825 0.5839 0.2908 92.68 

KNNR 0.0984 0.8403 0.7582 0.3136 91.27 

TABLE V.  EVALUATION OF THE EFFICACY OF THE 
PROPOSED CNN-GRU-RNN MODEL COMPARED TO 

TRADITIONAL REGRESSION MODELS IN PREDICTING 
VISIBILITY DISTANCE 

Model MSE MAE MedAE RMSE 67	%
 

CNN-GRU-RNN 0.0099 0.0799 0.0683 0.0999 98.71 
DTR 0.0147 0.0894 0.0752 0.1212 96.93 
RFR 0.0263 0.1052 0.0917 0.1621 95.75 
ETR 0.0574 0.3965 0.2841 0.2395 93.42 
BRR 0.0736 0.5842 0.4792 0.2712 91.85 

KNNR 0.0951 0.7594 0.7251 0.3083 90.73 

TABLE VI.  EVALUATION OF THE EFFICACY OF THE 
PROPOSED CNN-GRU-RNN MODEL COMPARED TO 

TRADITIONAL REGRESSION MODELS IN PREDICTING 
ATMOSPHERIC SEA LEVEL PRESSURE 

Model MSE MAE MedAE RMSE 67	%
 

CNN-GRU-RNN 0.0100 0.0803 0.0651 0.1004 98.85 
DTR 0.0292 0.0931 0.0759 0.1708 97.19 
RFR 0.0438 0.1362 0.0974 0.2092 95.82 
ETR 0.0757 0.3732 0.1638 0.2751 93.78 
BRR 0.0936 0.5826 0.3829 0.3059 91.92 

KNNR 0.2758 0.8072 0.6475 0.5251 90.02 
 

Figures 2-5 demonstrate the future forecasting from 2015 to 
2050 using the proposed CNN-GRU-RNN model for the 
temperature, air temperature dew point, visibility, and 
atmospheric sea level, respectively. 

 
Fig. 2.  Future forecasting for the temperature from 2015 to 2050 using the 
proposed CNN-GRU-RNN model. 

 
Fig. 3.  Future forecasting for air temperature dew point from 2015 to 2050 
using the proposed CNN-GRU-RNN model. 

 
Fig. 4.  Future forecasting for visibility distance from 2015 to 2050 using 
the proposed CNN-GRU-RNN model. 

 
Fig. 5.  Future forecasting for atmospheric sea level pressure from 2015 to 
2050 using the proposed CNN-GRU-RNN model. 
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Figure 2 demonstrates the future prediction of the 
temperature from 2015 to 2050 using the proposed CNN-GRU-
RNN model. From approximately 2015 to 2025, there is a rise 
in temperature, peaking at around 30 oC. After 2025, the 
temperature drops significantly, reaching its lowest level 
around 2035. Between 2035 and 2040, the temperature remains 
stable with slight fluctuations. From 2040 to 2050, the 
temperature shows an increase, reaching around 25 oC by 2050. 
Figure 3 showcases the future forecasting for the air 
temperature dew point from 2015 to 2050 using the proposed 
CNN-GRU-RNN model. From 2015 to 2020, the dew point 
shows large fluctuations, with notable peaks in the period 
between 2015 and 2020, reaching values above 10 oC. After 
2020, the dew point trends downward, reaching a low near 
2025, followed by a period of relative stability. Between 2025 
and 2035, the dew point rises again, peaking near 12 oC around 
2030, and then fluctuates. From 2035 to 2050, the dew point 
shows a gradual decrease with slight fluctuations, reaching a 
lowest level near 7 oC around 2045, then stabilizing with slight 
changes towards 2050. Figure 4 portrays the future forecasting 
for the visibility distance from 2015 to 2050 using the proposed 
CNN-GRU-RNN model. The visibility distance remains 
constant around 10,000 m in 2015. A sharp decline to 
approximately 6,000 m is observed around 2015, followed by a 
return to stability. Between 2020 and 2025, oscillations appear 
in visibility, peaking slightly above 10,000 m before 
stabilizing. From 2025 to 2035, the visibility distance 
consistently hovers around 10,000 m. Around 2040, another 
sharp decline occurred, with visibility dropping to around 4,000 
m. After this decline, visibility gradually recovers, stabilizing 
at around 12,000 m from 2045 to 2050. Figure 5 depicts the 
future forecasting for the atmospheric sea level pressure from 
2015 to 2050 using the proposed CNN-GRU-RNN model. The 
atmospheric sea level pressure starts at approximately 1013 hPa 
in 2015, it shows a decreasing trend until approximately 2018. 
During the period from 2018 to 2025, the pressure exhibits 
large fluctuations characterized by many prominent peaks and 
troughs. After 2025, the pressure displays a marked upward 
trajectory that peaks around 2035. After 2035, the pressure 
continues to fluctuate periodically, with significantly higher 
peaks occurring around 2040 and 2045. When this period ends, 
the pressure stabilizes slightly above 1016 hPa. 

V. CONCLUSION AND FUTURE WORK 

This study underscores the critical necessity of addressing 
climate change through the precise prediction of its future 
impacts via advanced modeling techniques. The proposed 
Convolutional Neural Network-Gated Recurrent Unit-
Recurrent Neural Network (CNN-GRU-RNN) model exhibits 
exceptional performance in forecasting climate change 
indicators, such as temperature, air temperature dew point, 
visibility distance, and atmospheric sea level pressure in Al-
Kharj city, Saudi Arabia. It outperformed traditional regression 
models, like Decision Tree Regressor (DTR), Random Forest 
Regressor (RFR), Extra Trees Regressor (ETR), Bayesian 
Ridge Regressor (BRR), and K-Nearest Neighbors Regressor 
(KNNR). The model evaluations, utilizing metrics, such as 
Mean Squared Error (MSE), Mean Absolute Error (MAE), 
Median Absolute Error (MedAE), Root Mean Squared Error 
(RMSE), and the coefficient of determination (R2), demonstrate 

that the CNN-GRU-RNN model markedly outperforms the 
other approaches, consistently achieving R2 values exceeding 
98% across all scenarios. These findings highlight the potential 
of Deep Learning (DL) models to provide accurate climate 
predictions, which are pivotal for devising effective planning 
and mitigation strategies against the adverse impacts of climate 
change. Moving forward, the generalizability and robustness of 
the proposed model could be enhanced by incorporating more 
diverse and extensive datasets from various geographical 
regions. Additionally, investigating the influence of 
supplementary climate and environmental variables on model 
performance will be crucial for augmenting prediction accuracy 
and developing real-time prediction systems capable of 
providing updated climate forecasts to facilitate real-time 
decision-making. 
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