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ABSTRACT 

Prompt lung cancer detection is essential for patient health. Deep Learning (DL) models have been 

intensively used for lung cancer screening, as they provide high accuracy in diagnoses. However, DL 

models require significant computational power, which may not be accessible in all settings. Conventional 

Machine Learning (ML) models may not produce high prediction accuracy, especially with large data. 

This study uses a Genetic Algorithm (GA) approach to select optimal features from lung cancer images 

and reduce their dimensionality. This allows conventional ML models to achieve a high prediction 

accuracy when classifying medical images while using lower computational power compared with DL 

models. The proposed model integrates GA along with ML for lung cancer detection. The experimental 

results show that using GA with a feed-forward neural network classifier achieved high performance, 

reaching 99.70% classification accuracy. 
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I. INTRODUCTION  

Lung cancer is considered one of the deadliest cancer types 
worldwide [1, 2]. The USA is expected to experience 
2,001,140 new cases of cancer and 611,720 deaths related to 
cancer in 2024 [1]. This means that lung cancer is responsible 
for around 20% of all cancer deaths [1]. Smoking and chronic 
contact with airborne pollutants are the most frequent causes of 
lung nodules, which are areas of higher density in the lung [3]. 
Although lung nodules can be considered the first indication of 
lung cancer, early and precise identification is crucial for 
treatment [4, 5]. Immunotherapy has recently shown promising 
results for people with lung cancer [6]. However, the objective 
response varies significantly from patient to patient [7]. Thus, it 
is important to accurately detect patients with lung cancer who 
are sensitive to immunotherapy [8]. To correctly identify a 
patient, numerous Computed Tomography (CT) scans of the 
lungs may be necessary [9]. However, this places a burden on 
physicians that can affect their judgment and result in a wrong 
conclusion or a lack of diagnosis [10, 11]. Computer-Aided 
Detection (CAD) techniques could help physicians provide 
diagnoses with greater accuracy. Several CAD frameworks 
operate in two phases: reducing the rate of false positives and 
extracting candidate frames [12, 13]. This approach sends 
several unclear nodules detected within the initial coarse 
imaging scan (high false positive rate and high sensitivity) to 
the next stage for analysis [14, 15]. Other techniques are 
intensity threshold and shape curvature [13]. 

In addition, conventional methods have been used to reduce 
false alarms, including gradient, location, density, shape, size, 
texture, and both lower and upper human data [16, 17]. There 
are two issues with traditional CAD techniques. The first issue 
is general inefficiency, and the other is that the actual 
circumstance differs considerably, affecting the overall 
identification outcome and assumption [18-20]. With the 
advancement of big data and statistical techniques, AI has 
become more crucial to every aspect of people's lives [21]. AI 
focuses on developing models based on intelligence that can 
think and reason to cope with problems, make decisions, and 
automate tasks [22]. Machine Learning (ML) is a subfield of 
AI that examines a large number of data samples with a 
particular objective, to process and then classify them [23]. AI 
refers to the idea of a "thinking machine", highlighting the 
ability to formulate independent choices [24]. The fields of 
precision medicine, personalized medicine, and biomedical 
research may all be significantly affected by Deep Learning 
(DL) methods that are based on artificial intelligence and a 
subset of ML [25]. DL models such as Convolutional Neural 
Networks (CNNs) are utilized by researchers to classify 
medical images [26]. Figure 1 illustrates the general 
architecture of classifying medical images using DL model. 
First, the images are collected by different medical scanning 
technologies like X-rays and CT scans. Then, the collected 
images are preprocessed using several tasks such as feature 
extraction, image resizing, and image augmentation. Third, the 
images are ready to be fed into a DL module to perform 
classification tasks. The model is trained and evaluated on 
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preprocessed images. Finally, each image is classified into a 
category depending on the medical conditions or diagnostic 
labels. ML is an approach for learning new information about 
patients by using computers to analyze genetics, imaging, and 
other biological data. This is done through mathematical 
simulation and analysis and the results are utilized in clinical 
and scientific research. The cross-fertilizing of artificial 
intelligence and medicine is an increasingly important topic for 
research [27]. This means that there is a need for using 
detection method to detect lung cancer and exploring this 
disease at an earlier phase, which helps in having good 
treatment and decreases the death rate caused by lung cancer. 
Medical images contain a large number of features which make 
the classification by traditional ML methods more challenging. 
Therefore, there is a need for an efficient feature selection 
technique to select the most important features to reduce the 
dimensionality of feature space [28]. 

This study proposes a novel model that integrates a Genetic 
Algorithm (GA) approach with an ML model to detect lung 
cancer. The GA is utilized to select the most relevant features 
from lung cancer images, which results in reducing the size of 
the feature space. Using conventional ML models instead of 
CNNs can address limited computational capabilities in clinics. 
Moreover, this approach achieves high classification 
performance on lung cancer images. The contributions of this 
research are: 

 Implements GA to select the optimal subset of features 
from lung cancer images. This reduces redundant and 
irrelevant features, helping to reduce the computation 
process and obtain high classification accuracy with ML 
models. 

 Studies and analyzes the classification performance of 
common ML models to evaluate the effectiveness of using 
GA with ML models. Integrating GA with a Feed-Forward 
Neural Network (FFNN) classifier achieved the highest 
classification accuracy, reaching 99.70%. 

 Compares the classification performance of the proposed 
model (GA-FFNN) with state-of-the-art classifiers on the 
same dataset. 

 

 
Fig. 1.  General pipeline for classifying medical images. 

II. RELATED WORKS 

In [29], a method called Sybil was presented using Low-
Dose Computed Tomography (LDCT) images. Sybil requires 
LDCT images without the need for radiologist annotations and 
can run in real-time. Sybil was validated on three datasets: a set 
of 6282 LDCTs of participants in the National Lung Screening 
Trial (NLST), a set of 12,280 from Chang Gung Memorial 
Hospital (CGMH), and a set of 8,821 from Massachusetts 

General Hospital (MGH). This method achieved prediction 
rates of 92% on NLST, 86% on MGH, and 94% on CGMH. 
Authors in [30] proposed the LungNet-SVM algorithm, an 
enhanced version of the AlexNet architecture, as a framework 
for an automated cancer nodule identification method for CT 
scans. It consists of two complete connected layers, three 
pooling layers, and seven convolutional layers for feature 
extraction. This model used an SVM to categorize nodules into 
benign or malignant. The authors evaluated their model using 
the LUNA16 dataset. The model had an accuracy rate of 
97.64%. Their results indicate that their proposed model 
achieved higher accuracy than the existing methods. Authors in 
[31] proposed CCDCHNN (Cancer Cell Detection utilizing 
Hybrid Neural Network) to detect lung cancer in early phases. 
DL was used on CT images to extract features. The authors 
stated that feature extraction is important for the early detection 
of lung cancer. They utilized an advanced 3D CNN to enhance 
the accuracy of lung cancer detection. Their method was able 
to differentiate between malignant and benign tumors. In their 
experiments, they used two publicly available datasets, 
LIDC/IDRI and LUNA16. The proposed model achieved an 
accuracy rate of 95% outperforming other algorithms. Authors 
in [32] suggested a hybrid ML method for lung nodule for 
diagnosis in the early stages based on clinical images and 
statistical data used. They used lung nodule segmentation by 
utilizing Improved Snake Swarm Optimization with a Bat 
model (ISSO-B). To minimize the dimensionality issue, an 
approach called Chaotic Atom Search Optimization (CASO) 
was utilized to choose important features among several 
features. They developed a hybrid Learning-based Deep Neural 
Network (L-DNN) classifier to predict and classify nodules 
depending on hybrid learning. They assessed their method by 
utilizing two datasets, LIDC-IDRI and FAH-GMU. They 
compared L-DNN with SVM, Softmax, and ELM, and the 
results indicated that L-DNN achieved an accuracy of 96.39%, 
outperforming the others. Authors in [33] introduced a 
technique used for lung nodule detection and classification with 
CT images depending on hybrid DL. They presented an 
algorithm called Chaotic Bird Swarm Optimization (CBSO) for 
the segmentation of lung nodules utilizing statistical data. They 
introduced an improved version of the Fish Bee algorithm to 
extract and select features. They developed the Hybrid 
Differential Evolution-based Neural Network (HDE-NN) to 
classify and predict tumor. According to the experimental 
findings, using computed tomography improves sensitivity and 
lowers the amount of false positives when identifying lung 
nodes on CT images. The proposed strategy illustrates how 
integrating clinical practice with the HDE-NN node 
identification could provide advantages. They the LIDC-IDRI 
dataset and de novo scans and achieved an accuracy rate of 
96.39% which was higher than that of SVM, Dense softmax 
CNN, and ELM. Authors in [34] introduced an innovative 
hybrid deDL model through the pretrained CNN model 
SqueezeNet and ResNet101 to extract feature mappings from 
the CT images in the dataset. These two DL CNN architectures 
outperformed the other examined architectures. To increase the 
computational effectiveness and performance of the suggested 
method, the optimal features from both models were extracted 
utilizing minimize Redundancy and Maximize Relevance 
(mRMR). Features that did not affect the accuracy were 
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eliminated. SVM and KNN were used to build the optimal 
feature map and classify the data. The model achieved an 
accuracy rate of 99.09% with SVM. The experiment's findings 
demonstrate that the hybrid model did excellently with regard 
to of accuracy when applied to the IQOTH/NCCD dataset. 

Authors in [35] proposed an enhanced ML model to 
improve the classification of lung cancer phase using CT 
images. They conducted several preprocessing steps using the 
IQ-OTHNCCD lung cancer dataset that included CT scans 
from healthy persons and lung cancer patients at different 
phases. Their preprocessing included Gaussian blurring, 
scaling, and normalization. CNN was trained on the 
preprocesses data. The issue of class imbalance was addressed 
through the SMOTE technique. The research findings indicated 
that the model achieved a classification accuracy of 99.64%. 
Authors in [36] developed a method for detecting lung cancer 
called Hybrid Lung Cancer Stage Classifier and Diagnosis 
Model (Hybrid-LCSCDM). The authors tried to simplify the 
lung cancer diagnose process by classifying the patients to 
normal, malignant, and benign. They analyzed the CT images 
using a two-part method including VGG-16 model that used to 
extract key features in CT of lung that indicates cancer. These 
extracted features were classified by XGBoost that helps in 
sorting the scans to three groups. IQ-OTH/NCCD dataset was 
used for training and evaluating the suggested model. Their 
model achieved an overall accuracy rate of 98.54% 

In [37], an ensemble model was used to enhance the 
accuracy of lung cancer detection, called the Mitscherlich 
Function-based Ensemble Network (MENet), which integrated 
the probabilities of prediction gathered from MobileNetV2, 
Xception, and InceptionResNetV2. The ensemble method was 
based on the Mitscherlich work, aggregating the outputs of the 
aforementioned base classifiers into a fuzzy rank. Two publicly 
available datasets, LIDC-IDRI and IQ-OTH/NCCD, were used 
in training and testing, where the proposed ensemble model 
achieved an accuracy of 99.54%, outperforming other models.  

Most of the previous studies did not fully focus on the 
computational process when designing their methods. This is 
an important aspect, as it can optimize the use of available 
resources. In addition, some studies did not pay enough 
attention to selecting the optimal features of medical images. 
Selecting optimal features is important since it can reduce 
computational load while achieving high classification 
accuracy.  

III. METHODOLOGY 

A. Proposed Model Overview 

This study proposes a detection model for lung cancer that 
classifies CT images into three classes: normal, malignant, and 
benign. It leverages GA to select optimal features, minimizing 
redundancy and eliminating irrelevant features. This enhances 
the classification performance of ML models when performing 
classification tasks. Therefore, the proposed model integrates 
GA with an ML model.  

Figure 2 illustrates a flow diagram that outlines the steps 
used to implement the proposed model. The process starts with 
loading the lung cancer dataset, which contains images 

corresponding to the three above-mentioned classes. As 
medical datasets, like other datasets, could suffer from class 
imbalance that can lead to overfitting, an oversampling 
technique was integrated. After the dataset was balanced, the 
next step was to pass each image to the AlexNet pre-trained 
neural network for extracting features. Then, the GA 
parameters were defined to configure the algorithm and 
optimize feature selection. Adjusting GA variables such as 
population size, mutation rate, crossover probability, and the 
number of generations helps GA find the most relevant features 
in the images. This ensures reducing the dimensionality of the 
data by selecting only valuable features while obtaining high 
classification accuracy. GA is used to select the most relevant 
features and reduce feature space to improve the performance 
of ML in detecting lung cancer. Once optimal features are 
selected, the next step involves using an ML classifier to 
classify patient diagnosis into three categories. In summary, 
this method implements image oversampling, Alexnet, GA, 
and ML. 

 

 
Fig. 2.  Flow diagram of the proposed approach. 

B. Dataset 

This study used the IQ-OTH/NCCD dataset, which contains 
a collection of CT scan slices [38-40] collected from Iraqi 
hospitals in three months in 2019. Slices represent images of 
the human chest, captured using a Siemens SOMATOM CT 
scanner, with a protocol of 120 kV, 1 mm slice thickness, and 
varying window widths and centers for reading, ranging from 
350 to 1200 Hounsfield Unit. Each scan consists of 80 to 200 
slices, showing the lungs from different angles and sides. The 
dataset has three classes, Benign, Malignant, and Normal, and a 
total of 1,097 images, as listed in Table I. However, the dataset 
has imbalanced classes, especially for the Benign class, which 
could contribute to overfitting in classification tasks. To 
address this issue, the proposed model employs oversampling 
to increase the number of images. This is achieved by 
identifying the class with the highest number of images, in this 
case, the Malignant class with 561 images, and then increasing 
the other classes to map the class with the highest number of 
images. 
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TABLE I.  CLASSES OF THE IQ-OTH/NCCD DATASET 

Category 
Number of 

original images 

Number of images 

after oversampling 

Benign 120 561 
Malignant 561 561 

Normal 416 561 
Total 1,097 1,683 

 

C. Theory of Genetic Algorithm (GA) 

GA is an optimization method derived from the natural 
selection process [41]. GA starts with a sample of individuals 
in a population and then generates a new one using genetic 
operators on the sample population to find the best individual 
fit [42]. GA is used to solve complex problems employing the 
concepts of population, chromosome, gene, fitness function, 
selection, crossover, mutation, and termination. Population 
represents a group of solutions to the problem, as shown in: 

���� = ��, �	, … , ��    (1) 

where � refers to population, � to the generation number, � to 
the individual solution or chromosome, and �  to � th solution. 
Chromosome represents an individual solution to the problem, 
usually in binary string, as shown in (2): 

�� = 
�, 
	, … , 
�    (2) 

where 
  refers to a gene and �  is the length of the 
chromosome. Each single chromosome consists of elements 
called genes and can take a binary value (0 or 1). 

A fitness function is used to evaluate the individual solution 
(chromosome), as shown in: 

�����  → �     (3) 

where � is a fitness function that can be formulated depending 
on the problem and �  is a real number. Selection is used to 
select the best individuals, which is also known as survival. 
Crossover is a method used to combine parts from two parents 
to produce offspring. Mutation is used to alter some parts of the 
offspring. 

To understand the operation of GA, assume that we want to 
find the minimum solution of the following function: 

���� = �x − 2�    (4) 

Assume also that the value of � is an integer between 0 and 
15. The aim is to find a value between 0 and 15 that gives the 
smallest solution of ���� . At the beginning, a random 
population is generated, and each population is represented as a 
4-bit binary string. Therefore, the first population could be: 

 Value of � =  4 (binary: 0100) 

 Value of � =  15 (binary: 1111) 

 Value of � =  2 (binary: 0010) 

As the objective is to find the minimum solution for ���� in 
(4), the smallest value is the best solution.  

 ��4� = �4 − 2� =  2         

 ��15� = �15 − 2� =  13        

 ��2� = �2 − 2� =  0                  

� =  2  is the best solution since it produces the minimum 
value. Now, the fittest population is chosen to produce the next 
generation, which can be � =  4  (binary 0100) and � =  2  
(binary 0010), since they generated the smallest fitness values. 
The crossover method can be applied to the selected 
individuals, Parent 1: 0100 and Parent 2: 0010. This is done to 
produce Offspring 1 and Offspring 2. Assume that the first 
offspring is generated from the first two bits of Parent 1 and the 
second two bits of Parent 2. Then Offspring 1 is 0110. 
Offspring 2 is generated from the last two bits of Parent 1 and 
the first two bits of Parent 2, which gives 0000. Therefore, in 
the case of Offspring 1, � =  6, and for Offspring 2, � =  0. 
The mutation method can be used to ensure diversity in the 
population. This can be done by flipping the last two bits of 
Offspring 2, for example. Offspring 2 now becomes 0011 
(� =  3). Therefore, the new population is � =  6 and � =  3. 
The evaluation of the fitness function using the new population 
gives: 

��6� = �6 − 2� =  4        

��3� = �3 − 2� =  1                  

The smallest value of the fitness function using the new 
population is ��3�. However, it is not smaller than ��2�, thus 
the algorithm is terminated as the optimal solution has already 
been selected. 

D. Feature Selection Using GA 

Algorithm 1 describes the GA feature selection approach. 
In the input, the dataset that contains lung cancer images is 
loaded and each image is read. Then AlexNet is used to extract 
all features from each image. After that, the following GA 
parameters are set: population size, max generation, and 
number of features. The value of each parameter was selected 
based on experiments. The expected output of the algorithm is 
the most important features organized in columns, and each 
row is labeled with the class to which it belongs (Normal, 
Malignant, Benign).  

Oversampling is performed to increase the number of 
images since the dataset is not balanced. The oversampling 
technique used is random duplication of images, so the number 
of images in each class matches the class that has the maximum 
number of images. Subsequently, AlexNet is used to extract all 
features from the images, and the results are fed to GA to select 
the most important features. Finally, the GA output is saved in 
a CSV file to be used later by the ML model. 

Algorithm 1: Feature Selection Using GA 

Input: 

  Load dataset 

  Read images 

  Load AlexNet 

  Set GA parameters: 

    Set populationSize 

    Set maxGenerations 

    Set numFeatures 

Output: 

  importantFeatures.csv 
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Procedure:       

  Perform oversampling 

  Extract features using AlexNet 

  Run GA 

  Save relevant features to   

  importantFeatures.csv 

End Algorithm 

 

IV. RESULTS AND DISCUSSION 

This section presents the experimental results of this 
research. It begins by showing a defined set of parameters used 
for each classifier. Then, it provides a comparative study of 
various ML classifiers that integrate the GA approach to 
evaluate their effectiveness. Finally, this section describes a 
comparative analysis of the proposed model with recent studies 
using the IQ-OTH/NCCD dataset. 

Table II provides information about each classifier and the 
corresponding parameters used to classify lung cancer images. 
Default values were used with each classifier to achieve 
fairness. The Random Forest (RF) classifier uses Gini impurity 
as the splitting criterion, and the splitter is set to the best. The 
Decision Tree (DT) classifier also uses the Gini criterion and 
100 decision trees. The SVM classifier uses a linear kernel, and 
the regularization is set to 1.0 to avoid overfitting. The K-
Nearest Neighbor (KNN) classifier relies on Singular Value 
Decomposition (SVD). The hidden layer of the Feedforward 
Neural Network (FFNN) classifier consists of 100 neurons, 
uses the Rectified Linear Unit (ReLU) as the activation 
function, and Adam as an optimizer. The Linear Discriminant 
Analysis (LDA) classifier employs five neighbors. 

TABLE II.  CLASSIFIER PARAMETERS 

Classifier Parameters 

RF Criterion: Gini, splitter: best 
SVM Kernel: linear, regularization: 1.0 
KNN Solver: SVD 
FFNN Hidden layer sizes: 100, activation: ReLU, solver: Adam 
LDA Number of neighbors: 5 
DT Number of decision trees :100, criterion: Gini 

 
The performance comparison of ML models used along 

with the GA algorithm is displayed in Table III. These models 
were evaluated using metrics including precision, recall, F1-
score, and accuracy. The RF classifier achieves an impressive 
performance whereas the SVM classifier performs a perfect 
balanced performance. In addition, the SVM classifier exhibits 
identical accuracy with the RF classifier, which shows its 
proficiency in the context of lung cancer classification. The 
KNN classifier shows an accuracy of 97.92%, which is lower 
than that of RF and SVM. The FFNN classifier outperforms all 
the ML methods considered in this study, with perfect precision 
reaching 100%. In addition, the classifier shows reliable and 
strong performance with recall, F1-score, and accuracy of 
99.72%, 99.86%, and 99.70%, respectively. The LAD classifier 
yields classification performance close to the SVM classifier, 
and it produces an identical accuracy to RF and SVM. LDA 
results do not outperform the FFNN, but it shows a solid 
performance compared to the other ML methods. The DT is a 

simpler classifier, and according to the results, it is not one of 
the top performers in context of lung cancer classification. The 
DT classifier shows the lowest scores across all metrics 
compared with RF, SVM, KNN, FFNN, and LDA 

TABLE III.  ML CLASSIFICATION PERFORMANCE USING GA 

Model Precision Recall F1-score Accuracy 

RF 98.88% 99.16% 99.02% 99.11% 

SVM 98.77% 98.77% 98.77% 99.11% 
KNN 97.88% 97.69% 97.40% 97.92% 
FFNN 100% 99.72% 99.86% 99.70% 
LDA 98.72% 98.87% 98.77% 99.11% 
DT 94.93% 95.12% 94.95% 94.36% 

 
Table IV presents a comparative analysis of research 

studies conducted in 2023-24. These studies used different 
classifiers on the IQ-OTH/NCCD dataset, which is the same 
dataset used in this study. According to their results, most 
studies achieved classification accuracy greater than 99.00% 
except [36, 43] which obtained 98.32% and 98.54%, 
respectively. In [44], a CNN with BiLSTM achieved 99.20%. 
In [34], ResNet101 with SqueezeNet reached 99.09%. In [35, 
37], comparable results were obtained, with 99.64% and 
99.54% accuracy, respectively. This study, using GA with 
FFNN, outperformed these models by achieving 99.70% 
accuracy. 

TABLE IV.  COMPARISON OF DIFFERENT CLASSIFIERS 
EVALUATED ON IQ OTH/NCCD 

Study Model Accuracy 

[34] ResNet101 + SqueezeNet (Hybrid model) 99.09% 
[35] CNN + SMOTE 99.64% 
[36] LCSCDM 98.54% 

[37] 
MENet  

(Xception, InceptionResNetV2, MobileNetV2) 
99.54% 

[43] binary count ratio 98.32% 
[44] CNN-Bi LSTM 99.20% 

This study GA-FFNN 99.70% 

 

V. CONCLUSION 

Medical images are often analyzed using DL models that 
require a lot of computational resources. This study proposed 
an approach that leverages the power of GA and ML to detect 
lung cancer. GA was applied to select the most important 
features from lung cancer CT images, helping to reduce feature 
space size and enhance classification performance when using 
conventional ML models. This approach used GA to select the 
most relevant features and ML to perform the classification 
task. A comparative analysis was performed to evaluate the 
effectiveness of the proposed model with various ML models. 
The proposed model was compared with state-of-the-art 
classifiers on the same dataset. The experimental results 
confirm that the proposed model achieved high classification 
performance by integrating GA and FFNN. In the future, the 
proposed model should be tested with more diverse datasets to 
validate its robustness and generalizability. 
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