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ABSTRACT 

Obstructive Sleep Apnea (OSA) is a prevalent sleep disorder with significant health risks. It is 

characterized by the narrowing of the upper airway during sleep, leading to vibrations in the airway 

structures and the production of snoring sounds. Recently, Convolutional Neural Networks (CNNs) have 

been leveraged to extract meaningful features from snoring sound data, enabling early and accurate 

detection of OSA. The effectiveness of these neural network optimizations depends on the starting values of 

the model, the gradient algorithm used, and the complexity of the problem. This study introduces an 

improved Particle Swarm Optimization (PSO) strategy that linearly adjusts the learning rate coefficient to 

enhance accuracy and convergence speed. Our approach was evaluated on a collected and pre-processed 

dataset based on the PSG-Audio database. Experimental results demonstrate that our method significantly 

outperforms the conventional optimization algorithm and existing PSO techniques, achieving a remarkable 

accuracy of 99.1%. These findings confirm the potential of our optimized model for OSA detection. 

Keywords-OSA detection; CNN; hyperparameter optimization; PSO 

I. INTRODUCTION  

Obstructive Sleep Apnea (OSA) is a sleep disorder that can 
lead to several significant medical problems. In OSA patients, 
the upper airway repeatedly collapses during sleep, resulting in 
either a complete (apnea) or partial (hypopnea) interruption of 
airflow. These obstructions can lead to oxygen desaturation in 
the blood and frequent sleep arousals [1]. Population-based 
studies estimate that approximately 200 million people suffer 
from this disorder [2]. However, up to 80% of the patients 

might be unaware that they possess OSA. This implies that 
early OSA diagnosis and its associated risks is a critical health 
issue today. 

Polysomnography (PSG) remains the gold standard for 
objectively diagnosing and monitoring OSA, necessitating 
overnight sleep laboratory observation under specialist 
supervision [3]. The complex and uncomfortable nature of PSG 
has limited its widespread clinical use. To address these 
limitations, researchers have explored single-channel signal 
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approaches, such as analyzing respiratory sounds [4], SaQ2 
scores [5], and ECG data [6], for OSA diagnosis. These 
methods aim to reduce cost and improve accessibility.  

Previous studies have recommended the use of a single-
channel signal for the diagnosis of OSA. Snoring is the most 
common nocturnal symptom of OSA and is almost always 
present in OSA cases among the above symptoms [7]. It occurs 
due to vibrations in the upper airway structures caused by 
obstructed breathing during sleep. These vibrations are 
influenced by the physical and geometric properties of the 
upper airway, which are determined by physiological and 
anatomical factors. Consequently, snoring sounds are likely to 
contain crucial information about the dynamic characteristics 
of the upper airway. Therefore, snoring was chosen as the input 
for OSA diagnosis in this study.  

Numerous studies have investigated the detection of OSA 
based on acoustic aspects of snoring signals. Recent studies [8-
10] suggest that Convolutional Neural Networks (CNNs) 
outperform traditional machine-learning models as they can 
easily map nonlinear features. While several CNNs have been 
developed for OSA detection, inefficient network structures 
and complicated manual hyperparameter tuning hinder their 
practical application. Traditional optimization methods such as 
grid search [11] are computationally intensive and may miss 
optimal hyperparameter combinations. Random search [12] 
improves on this, but can suffer from decreased performance as 
the number of variables grows. Bayesian optimization [13] 
offers efficiency by using probabilistic models to strategically 
select hyperparameters, reducing iterations needed to find the 
global optimum. Evolutionary algorithms [14], which mimic 
natural evolutionary processes, effectively handle complex and 
high-dimensional optimization challenges. Due to their ability 
to progressively enhance model performance through 
mechanisms like mutation and crossover, evolutionary 
algorithms have become a leading research trend in CNN 
hyperparameter optimization [15]. 

In this study, we propose a hyperparameter tuning method 
using Particle Swarm Optimization (PSO) to optimize the 
architecture of CNN. PSO is an algorithm designed to emulate 
social behavior. It is a population-based heuristic method that 
models and represents the movements of organisms within bird 
flocks or fish schools [16]. PSO achieves robust and rapid 
global optimization by utilizing straightforward heuristic 
operations, which reduce computational costs and efficiently 
conserve computing resources. In this paper, we optimize 
several hyperparameters of a base CNN model inspired by 
LeNet5 for OSA detection, including the number of kernels, 
kernel size, activation function for the Conv2D layer, pooling 
method, number of dense units, and the activation function of 
the fully connected layer. Utilizing PSO, the optimized model 
demonstrates a 4% improvement over the base model. While 
this is not the first application of PSO for such optimization, it 
showcases promising performance. The dataset employed in 
our experiments is pre-processed from the PSG-Audio dataset 
[17] from the Science Databank. 

II. THE PROPOSED METHOD 

A. Overview 

Figure 1 shows the overall workflow of the proposed 
method for OSA detection using the PSO-based CNN model. 
The model learns from feature-extracted data pre-processed by 
the Mel Frequency Cepstral Coefficients (MFCC) [18] or the 
Discrete Wavelet Transform (DWT) [19] methods. MFCC 
analyzes the Mel frequency components, while DWT examines 
signal details at various scales. Next, the hyperparameters that 
form the CNNs model are optimized using the PSO algorithm. 
We pre-define the search space, including the range values of 
CNNs hyperparameters to be optimized. Thus, a CNN is 
applied to each particle, and then the position, velocity, 
personal best ( ����� ), and global best ( ����� ) are updated 
according to the fitness value achieved. This procedure is 
repeated a certain number of times. Finally, the parameters of 
the global best particle are output as the optimal parameters. 
The loss function used to train the CNN is categorical cross-
entropy, and the evaluation metric is accuracy. 

 

 

Fig. 1.  Overall flowchart of the proposed method. 

B. CNN Networks for OSA Detection 

In this study, a CNN architecture was designed as the base 
network for OSA detection. The model was inspired by LeNet-
5 [20], the most basic architecture to capture the difference 
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between audio features like MFCC or DWT. The main 
structure of the base model is shown in Figure 2 below. 

The input layer, also the first layer in the network, receives 
features extracted from raw audio using methods such as 
MFCC or DWT. Accordingly, the size of the input layer 
corresponds to the size of the extracted feature data. The 
configuration then starts with two convolutional layers, each 
with 32 filters of size 3×3. "Same" padding preserves image 
size in the initial layer. The next layer uses "valid" padding, 
refining feature extraction. This dual approach balances 
dimension retention and detail enhancement in the network's 
architecture. 

 

 
Fig. 2.  The base CNN architecture network. 

Max-pooling layers are applied to reduce the image size 
and add translational invariance. Dropout layers with 
probabilities of 0.25 and 0.50 mitigate overfitting by design. 
After these pre-processing steps, the network converts the data 
into a one-dimensional vector. This vector is then input into 
fully connected layers. The model includes two dense layers of 
512 and 64 units, respectively, using ReLU activation to 
introduce non-linearity. The architecture culminates with a 
single output unit that employs sigmoid activation, producing a 
value between 0 and 1. This setup is ideal for multi-label 
classification tasks where each input may simultaneously 
belong to multiple classes. 

C. Particle Swarm Optimization for CNN Hyperparameter 
Optimization 

Instead of manually selecting the required hyperparameters, 
this study utilized the PSO algorithm to determine the optimal 
hyperparameters and fine-tune parameters for the OSA 
detection task. PSO is a computational optimization method 
modeled after the social behavior exhibited by flocks of birds 
during foraging. In this framework, each bird is represented as 
a "particle" (i.e., a potential solution) that navigates a multi-
dimensional search space, adjusting its position and velocity 
based on the collective experiences of the entire swarm [21]. 
The procedure is repeated iteratively until the global optimal 
solution is achieved or the termination criteria are satisfied. The 
algorithm updates the particles' positions using (1) and adjusts 
their velocities according to (2). In (1), ��	
�  denotes the 
position of particle � at time 
 during the search process. In the 
subsequent iteration, the particle's position is updated by 
adding the velocity 
�	
 + 1�. 

��	
 + 1� =  ��	
� + 
�	
 + 1�   (1) 

In (2), 
�  denotes the velocity of the particle �. The inertia 
weight �  regulates the particle’s velocity at time 
 , ��  and �� are the social and cognitive coefficients that control the 
refinement of the particle’s search and that of the entire swarm. 
The position �����  is the particle’s optimal position, whereas �����  is the best position identified by the entire swarm at time 
 . The update rule defined by the equation ensures that the 
swarm’s search space progressively converges toward the 
optimal values. 


�	
 + 1� = �
�	
� + ����������	
� − ��	
�� + ���������� − ��	
��    (2) 

Each particle within the swarm is assessed using the fitness 
function. In this study, the fitness function employed to assess 
each particle's fitness is the model's accuracy in screening 
OSA. Accuracy is the metric measured by the proportion of 
correct predictions relative to the total number of predictions 
made. The overall process of the optimization implementation 
is depicted in Figure 1 above. Firstly, each particle is denoted 
in an order set �, where each element is denoted ��representing 
a different configuration of hyperparameters that need to be 
tuned as shown in Table I, which are randomly initialized using 
a uniform distribution. 

TABLE I.  CUSTOM MODEL HYPERPARAMETERS NEED 
TO BE OPTIMIZED. 

Dimension Hyperparameters Search Range Base Mode 

�� 
Number of first-layer 

convolution kernels 
[1-128] 32 

�� 
Size of first layer 

convolution kernels 
[3×3, 5×5, 7×7] 3×3 

�� 
Type of first layer 

activation function 

[Sigmoid, 

ReLU, Tanh] 
ReLU 

�� 
Number of second layer 

convolution kernels 
[1-128] 32 

�� 
Size of second layer 

convolution kernels 
[3×3, 5×5, 7×7] 3×3 

�� 
Type of second layer 

activation function 

[Sigmoid, 

ReLU, Tanh] 
ReLU 

�� Type of third pooling layer 
[max.pooling, 

avg. pooling] 
max.pooling 

�� 
Number of fourth layer 

convolution kernels 
[1-128] 64 

�  
Size of fourth layer 

convolution kernels 
[3×3, 5×5, 7×7] 3×3 

��! 
Type of fourth layer 

activation function 

[Sigmoid, 

ReLU, Tanh] 
ReLU 

��� 
Number of fifth layer 

convolution kernels 
[1-128] 64 

��� 
Size of fifth layer 

convolution kernels 
[3×3, 5×5, 7×7] 3×3 

��� 
Type of fifth layer 

activation function 

[Sigmoid, 

ReLU, Tanh] 
ReLU 

��� Type of sixth pooling layer 
[max.pooling, 

avg. pooling] 
max.pooling 

��� 
Number of neurons in the 

seventh layer 
[1-128] 128 

��� 
Type of seventh layer 

activation function 

[Sigmoid, 

ReLU, Tanh] 
ReLU 

��� 
Number of neurons in the 

eighth layer 
[1-128] 64 

��� 
Type of eighth layer 

activation function 

[Sigmoid, 

ReLU, Tanh] 
ReLU 
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As shown in Table I, the hyperparameters critical to our 
CNN architecture include several key aspects: the parameters 
of the convolutional layers, such as the number and size of 
filters, and the parameters of the fully connected layers, 
specifically the number of neurons. The accompanying table 
details the search ranges and base model settings for these 
parameters, demonstrating a structured approach to their 
optimization. For example, the first convolutional layer's filters 
range from 1 to 128, with a base model starting at 32, and the 
activation functions considered include Sigmoid, ReLU, and 
Tanh across various layers. 

Next, for each particle in the swarm, the fitness value is 
computed by training and validating the CNN model using the 
hyperparameter represented by its position � . If the current 
position of a particle has a better fitness than its personal best 
position �����	
�, update �����	
� with the current position. If 
any personal best position has a better fitness than the current 
global best position ����� , update �����  with �����	
�. Update 
its velocity and position using (1) and (2). Finally, the process 
is completed when the maximum iteration is reached as an end 
condition, returning the �����  as the best set of 
hyperparameters. Several parameters were kept constant 
throughout the model training and validation stages of the 
optimization process.  

Algorithm 1: PSO-CNN-Optimization 

Input: 

Training set 	"�#$�%, '�#$�%�  
Test set 	"���� , '����� 

Output:  

Optimized CNN architecture and its 

accuracy on test set 

Initialize PSO parameters: 

Set population size  

Set maximum iterations  

Set inertia weight �  
Set cognitive coefficient ��  
Set social coefficient �� 
Define accuracy as the objective 

function 

Initialize particles: 

For each particle � in swarm 
Assign a random initial position �. �)*�
�)+ from the search space 
Set initial velocity �. 
,-)��
' ←  0 
Set personal best position �. �0,*
 ←�. �)*�
�)+ 
Set personal best score �. �0,*
��)�, ←−1000 

End For 

Set global best �0,*
 ← 1)+, 
Set global best score �0,*
��)�, ← 0 

PSO Optimization Loop: 

For each iteration � from 1 to 23��
: 
For each particle � in the swarm: 

Train CNN with the model 

architecture defined by �. �)*�
�)+ 

Evaluate CNN on the validation set 

to obtain accuracy 

If 3��4�3�' > �. �0,*
��)�,: 
Update �. �0,*
 ← �. �)*�
�)+ 
Update �. �0,*
��)�, ← 3��4�3�' 

End If 

If 3��4�3�' > �0,*
��)�,: 
Update �0,*
 ← �. �)*�
�)+ 

Update �0,*
��)�, ← 3��4�3�' 
End If 

End For 

If �0,*
 has not improved in the last 
iteration: 

Adjust � using a decay formula 
End If 

For each particle � in the swarm: 
Generate random factors ��, �� ∈ 70,18 
Update velocity using the PSO 

formula 

Update position: �. �)*�
�)+ ←�. �)*�
�)+ + �. 
,-)��
' 
End For 

End For 

Final Evaluation: 

Train the CNN model defined by �0,*
 on 
Training set 

Evaluate the CNN on the Test set 

Output: 

Return the optimized CNN architecture �0,*
 and its test accuracy 
 

During the training phase of the CNN model, the Stochastic 
Gradient Descent (SGD) optimizer is employed with a learning 
rate of 1e-4 to minimize the risk of overfitting. The swarm size 
is fixed at 30, with a maximum of 100 iterations. The inertia 
weight is updated within the range of 0.9 to 0.4, but only if 
there is no improvement in the fitness function value at the 
global best position. The inertia weight, denoted by the symbol � , plays a critical role in improving the accuracy and 
convergence speed of the PSO algorithm. Typically, standard 
PSO employs a linearly decreasing inertia weight strategy. 
However, in practical applications, finding optimal solutions 
frequently demonstrates nonlinear behavior [22]. Therefore, in 
this paper, an adaptive decreasing inertia weight strategy is 
proposed to update the inertia weights. The mathematical 
expression of the update condition is as follows: 

�	
� = 9�	
 − 1�, �: :������	
�� ≥ :������	
 − 1��
�	
 − 1� ∙ =$>?� @��

=$>?� , )
ℎ,��*,  (3) 

where the variable 23��
  denotes the maximum number of 
iterations for the evolutionary process, while �
 represents the 
current iteration number. Besides the inertia weights, the 
learning factors �� and �� are crucial parameters influencing the 
performance of PSO. These two parameters correspond to the 
weights assigned to the individual cognition and the social 
cognition of the particles, respectively. Exploitation and 
exploration are key phases in the evolutionary process of PSO. 
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In the initial stages of evolution, it is critical to increase the 
population's diversity, while in the later stages, the focus 
should shift to improving the particles' exploration capabilities. 
Thus, in this study, these acceleration constants are adjusted 
dynamically; ��  decreases from 2 to 0.5, while ��  increases 
from 0.5 to 2. Finally, this optimization process will be 
complete when the maximum iteration is reached as an end 
condition. 

III. EXPERIMENTS AND RESULTS 

A. Dataset and Experimental Setting 

In this paper, the PSO-based CNN model was evaluated 
using the dataset PSG-Audio in the Science Databank [17]. The 
collected sounds were then meticulously processed and 
segmented to create uniform 10-second clips, matching the 
format used for the other classes. This careful selection and 
processing of ambient sounds was essential in developing a 
diverse and realistic dataset, allowing the model to effectively 
distinguish between snoring sounds and unrelated background 
noise when classifying OSA-related events. This approach 
ensures that the dataset accurately represents sounds 
encountered in real-world sleep monitoring, enhancing the 
model's robustness and practical utility. A total of 15,000 sound 
audios, including 5,000 audio segments in each class, were 
chosen as the input dataset in our experiment. Then, the dataset 
was randomly divided into training sets, validation sets, and 
testing sets with proportions of 70%, 20%, and 10% of the total 
dataset, respectively, and was used for feature extraction for 
classification and optimization. 

The experiments were conducted using Python 3.9 and 
TensorFlow, leveraging the robust ecosystem provided by 
TensorFlow for machine learning tasks. The proposed model 
utilized the PSO algorithm alongside the Hyperactive library to 
optimize the CNN architecture. This setup enabled efficient 
hyperparameter tuning and model training to maximize 
classification accuracy. The computational resources included 
an Intel® Xeon® CPU E5-2680 v4 and an NVIDIA TU102 
(GeForce RTX 2080 Ti Rev. A) GPU, running on Ubuntu 
22.04.4 LTS, ensuring a high-performance environment for 
extensive experiments. The PSO optimization was performed 
every 100 epochs, and the CNN was trained using the 
optimized hyperparameters to achieve the best performance. 
The performance of the optimized CNN model was evaluated 
by comparing it against the base model and other optimization 
methods, ensuring consistent experimental conditions to isolate 
the effects of the applied optimization techniques. The 
optimized model demonstrated significant improvements in 
accuracy, reduced overfitting, and better computational 
efficiency, validating the effectiveness of the PSO-based 
hyperparameter optimization approach. 

B. CNN Model Evaluation Metrics 

The accuracy metrics are calculated to evaluate the 
performance of the proposed method. The metric formula is 
shown in (3). Other metrics such as F1-score, precision, and 
recall are also calculated to ensure the optimized model’s 
performance is robust and generalizable. Precision measures 
the ratio of TP to the sum of TP and FP, indicating how well 
the model identifies positive cases without false alarms. Recall 

calculates the ratio of TP to the sum of TP and FN, reflecting 
the model's ability to capture all actual positive cases. The F1-
score, defined as the harmonic mean of precision and recall, 
provides a balanced assessment, especially in cases of class 
imbalance. These metrics' mathematical expressions are as 
follows: 

Accuracy =  HIJ HK
HIJ HKJ LIJ LK   (4) 

Precision =  HI
HIJLI    (5) 

Recall =  HI
HIJLK    (6) 

F1 = 2 W  IXYZ[\[]^ W _YZ`aa
IXYZ[\[]^J_YZ`aa    (7) 

where TP, TN, FP, and FN above are True Positive, True 
Negative, False Positive, and False Negative, respectively. In 
addition, performance graphs display accuracy and loss trends 
throughout training, visually depicting the model's learning 
progression. These tools offer crucial insights into a model's 
strengths and weaknesses. 

C. PSO Performance Evaluation 

This subsection examines the impact of the proposed 
method on PSO performance for optimizing CNN 
hyperparameters. The hyperparameters were fine-tuned every 
100 epochs, and the network was trained based on these 
optimized settings. This study proposes a dynamic adjustment 
of inertia weight throughout the iterations to improve 
optimization, as shown in Figure 3. This approach allows 
flexible control over particle velocity, balancing global 
exploration and local exploitation, which helps avoid local 
optima and enhances convergence to the global optimum. The 
results indicate that the enhanced inertia weight significantly 
boosts optimization accuracy. Its adaptive nature allows for 
finer adjustments of model parameters, resulting in a robust 
architecture with superior performance across different test 
cases. This improvement highlights the value of dynamic 
parameter tuning in achieving optimal results. After running 
the PSO algorithm for approximately 8 hours, we obtained the 
optimal parameter table shown in Table II. 

 

 

Fig. 3.  Impact of improved inertia weight on diagnosis accuracy. 
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TABLE II.   THE OPTIMAL HYPERPARAMETERS OF THE 
PROPOSED MODEL 

Dimensions The optimal value Dimensions The optimal value �� 28 ��! ReLU �� 3×3 ��� 53 �� ReLU ��� 7×7 �� 28 ��� ReLU �� 3×3 ��� max.pooling �� ReLU ��� 4 �� max.pooling ��� ReLU �� 4 ��� 14 �  3×3 ��� ReLU 

 

Compared to the base model, the obtained optimal 
architecture reveals several key differences in its 
hyperparameters, reflecting distinct architectural choices that 
could enhance the model's performance.  

D. Performances of PSO-based CNN Model for OSA 
Detection 

To evaluate the performance of the optimized architecture 
model, we calculated four metrics as described in Section II. 
The results in Table III below demonstrate the enhancements 
achieved through optimization and provide a comparative 
analysis against the base model's performance. 

TABLE III.  PERFORMANCE OF OPTIMIZED CNN 
ARCHITECTURE AGAINST BASE CNN MODEL 

Method 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

CNN + DWT 95.56 95.67 95.35 95.46 

CNN + MFCC 96.41 96.54 96.48 96.47 

Proposed PSO-CNN + DWT 97.77 98.02 97.87 97.92 

Proposed PSO-CNN + MFCC 99.10 99.08 99.17 99.11 

 
Table III shows that the optimized CNN architectures, 

particularly the PSO-CNN models using DWT and MFCC, 
achieve high performance across all metrics. The optimized 
CNN with the MFCC feature extraction achieves the best 
results, with an accuracy of 99.1%, precision of 99.08%, recall 
of 99.17%, and an F1-score of 99.11%. Meanwhile, the 
optimized CNN with the DWT method also performs well but 
with slightly lower scores: 97.77% accuracy, 98.02% precision, 
97.87% recall, and an F1-score of 97.92%. 

These results suggest that the MFCC-based model is more 
effective for optimizing the CNN's performance in this task. 
Therefore, in the following comparison and discussion section, 
we will focus on features extracted by MFCC to evaluate the 
proposed algorithm against existing studies. The two figures 
below show the accuracy and loss of the optimized model 
using the MFCC method, demonstrating the model's superior 
detection capability as concluded above. Figure 4 demonstrates 
the model's accuracy over training epochs, showing a rapid 
increase and stabilization around 0.9, indicating effective 
learning. Meanwhile, Figure 5 illustrates the loss, which 
decreases sharply and then fluctuates at a low value, 
confirming the model's convergence and generalization. 
Overall, these results demonstrate the model’s effective 
detection capabilities.  

 

Fig. 4.  The accuracy diagram of the proposed method. 

 

Fig. 5.  The loss diagram of the proposed method. 

 

Fig. 6.  Confusion matrix of the optimized model with the MFCC method. 
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Figure 6 presents the confusion matrix, showing the 
model’s strong performance in classifying classes 0 and 1, with 
few errors in class 2. Overall, these results demonstrate the 
model’s effective detection capabilities. 

E. Performance Comparison with Other Methods 

Accurately predicting the presence of OSA from specific 
snoring segments is crucial as it forms a solid basis for 
identifying patients potentially suffering from OSA. Therefore, 
the developed method was compared with other optimization 
methods that are commonly employed for detecting optimized 
CNN architecture. The overall performance of the collected 
dataset was assessed, and the accuracy of each method is 
reported in Table IV below. 

TABLE IV.  COMPARISON OF PERFORMANCES WITH 
OTHER METHOD 

Method Strategy Complexity Accuracy 

Random Search CNN 
start_point = base 

CNN, n_iter = 50 
O(n) 96.87% 

Bayes Opt CNN 
start_point = base 

CNN, n_iter = 10 
O(n3) 96.67% 

Base CNN SGD optimizer - 96.41% 

PSO-CNN [23] w = 0.9, c1 = c2 = 2 O(pn) 80.67% 

LDWPSO-CNN [24]  w: 0.9 – 0.4, c1 = c2 = 2 O(pn) 98.67% 

GA-CNN [25]  
mutation = 0.1, 

crossover = 0.9 
O(pg) 97.67% 

Proposed 

wmax= 0.9, wmin = 0.4, 

w updates as in (3) 

c1: 2 - 0.5, c2: 0.5 - 2 

O(pn) 99.10% 

 
Comparing the results with other methods reveals 

significant differences in algorithm performance. The Base 
CNN using the SGD optimizer achieves 95% accuracy without 
any parameter optimization strategy. The Random Search 
CNN, starting from the Base CNN and iterating 50 times, has a 
complexity of O(n), and achieves an accuracy of 96.87%. The 
Bayes Opt CNN, with the same starting point and using just 10 
iterations, has a higher complexity of O(n3) but achieves a 
similar accuracy of 96.67%. 

In contrast, methods such as PSO-CNN, LDWPSO-CNN, 
and GA-CNN, which optimize using particle swarm strategies 
or genetic algorithms, have a complexity of O(pn) or O(pg) 
where p is the number of particles or swarm size, n is the 
number of iterations, and g is the number of generations. 
Despite the higher complexity, LDWPSO-CNN and GA-CNN 
achieve impressive accuracies of 98.67% and 97.67%, 
respectively, indicating better optimization than PSO-CNN, 
which has a lower accuracy of 80.67%. The proposed CNN 
algorithm, using the weight update in (3) and dynamic 
adjustments to c1 and c2 based on performance, achieves 
99.1% accuracy. These results indicate that the proposed 
algorithm is superior in optimizing and improving model 
accuracy compared to other methods, which is crucial for 
ongoing research and projects in deep learning applications for 
healthcare purposes. 

IV. CONCLUSION 

This study introduced a novel methodology for optimizing 
CNN hyperparameters using an improved PSO algorithm with 
a dynamic inertia weight updating strategy. Applied to the 
detection of OSA based solely on snoring signals, our approach 
was evaluated on a comprehensive, collected, and pre-
processed dataset. The optimized PSO-CNN model achieved a 
notable accuracy of 99.1%, outperforming the original CNN 
and other PSO-based methods with different parameter 
settings. This significant improvement underscores the 
effectiveness of our method in hyperparameter optimization 
and its potential for practical applications in OSA detection. 
While the results are promising, future research should focus 
on enhancing feature extraction methods and exploring 
additional optimization algorithms to further improve model 
performance. Validating the optimized model on diverse 
datasets and various biomedical signals will also be crucial in 
assessing its generalizability and practical utility for diagnosing 
OSA. 
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