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ABSTRACT 

Sales forecasting is one of the critical areas in business analytics where business organizations aim to 

enhance efficiency and, therefore, revenues. An excellent example of a CRM program is Salesforce, which 

produces massive amounts of sales data that are essential for forecasting and decision-making. Data 

analysis involves the use of complex and effective tools for its processing. This study proposes a framework 

based on the following classification algorithms: Support Vector Machines (SVM), Decision Trees (DT), 

and Random Forests (RF). The proposed framework follows a fine-tuned approach to improve the 

prediction of sales data. Regarding the fine-tuning of these algorithms, it was observed that specific 

changes were required within the hyperparameters to better relate to the inherent patterns and other 

factors that exist in the sales data. The optimization process was very crucial in improving the 

performance of the model. The proposed framework was used on a sales dataset and evaluated in terms of 

accuracy, precision, data loss, and F1 score. Fine-tuned algorithms had higher accuracy and lower data 

loss. 
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I. INTRODUCTION  

Data in the modern corporate world, where development 
takes place at a high pace and organizations moving towards 
the digital world, have become an essential factor in strategic 
management. Companies collect huge volumes of data from 
tasks, clients, markets, and social networks [1]. As with all 
things, there are advantages and disadvantages to the large 
amount of data being dealt with today; the former is the 
potential for creative solutions and more insightful knowledge, 
whereas the latter falls in the form of more difficulties in 
handling them. This has necessitated business analytics as a 
discipline to help organizations comprehend large amounts of 
data and make the right decisions to enhance performance and 
gain competitive advantage [2]. Business analytics includes 
tools such as descriptive, predictive, and prescriptive analytics, 
based on statistical models and Artificial Intelligence (AI) to 
predict outcomes and suggest strategies. The utilization of big 
data technologies and Machine Learning (ML) is an essential 
tool to make this field more efficient by automating large 
dataset analysis [3]. Interconnected systems, such as Hadoop 
and Apache Spark, allow companies to capture and integrate 
many forms of transactional, social media, and sensor data, 
thus improving their marketing knowledge [2]. Compared to 
statistical approaches, ML can adjust parameters within and 
between tasks, such as clustering, classification, and regression 
of consumer audit trails, to find behavior patterns [4]. AI also 
increases business analytics' capabilities using technologies 

such as NLP and computer vision to optimize features. As a 
result, intelligent business analytics systems have emerged, 
which require information supplemented with minimal human 
touch [5]. 

This study adds to this field by presenting an ML approach 
that enhances the accuracy of sales forecasts by fine-tuning 
models such as Support Vector Machines (SVM), Decision 
Trees (DT), and Random Forest (RF). The performance of the 
proposed framework was evaluated using CRM sales data with 
accuracy, precision, and F1 score. This work discusses the 
prospects of using AI business analytics for the development of 
new strategies and the identification of further research avenues 
for optimizing strategic and operational business activities. 

II. RELATED WORKS 

Current ML studies in business analytics have presented 
various methodologies that demonstrate its influence on 
decision-making, business productivity, and strategies for 
different industries. In [6], SVM along with DT helped increase 
customer satisfaction and revenues, as well as better 
positioning on the vehicle market. In [7], real-time sales 
forecasting was discussed using neural networks and regression 
algorithms. In [8], the K-Nearest Neighbors (KNN) algorithm 
was used in sales data analysis, helping customer segmentation 
and improving strategic marketing. Similarly, the centrality of 
ML in enhancing the speed of predictive analytics was 
highlighted in [9], especially for large datasets, noting how it 
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could be applicable across different fields. In [10], a meta-ML 
framework was presented for business networks, which focuses 
on data privacy and reduces data transmission during the big 
data prediction processes. In [11], a conceptual framework was 
proposed, which focused on the utilization of ML to improve 
organization-level knowledge and inform decision-making 
using meta-modeling. In [12], ML was used for pricing 
strategies, describing how businesses can enjoy competitive 
pricing strategies and, therefore, enhanced profitability using 
supervised learning models. In [13], a conceptual modeling 
approach was proposed to enhance organizational performance 
by connecting data development and computational 
capabilities.  

The study in [14] examined how ML can help customer 
relations, especially through NLP and sentiment analysis, to 
improve services. In [11, 15], the importance of ML in real-
time business data analysis was highlighted. In [16], the 
functions of AI and ML on innovative and productive outputs 
in business analytics were discussed. In [17], the role of AI and 
ML in managing business issues was discussed, especially 
during the COVID-19 pandemic, making them more scalable 
and efficient. The studies in [18, 19] built on previous 
successful implementations by discussing additional ML 
applications in the context of optimizing business activities. In 
[20], an innovative framework with ML elements was proposed 
to improve employee performance through predictive analysis. 
In [21], the contribution of ML to marketing was discussed, 
along with how it helps business organizations make decisions. 
In [22, 23], it was stated that ML brings consistency to e-
commerce, especially in predicting market trends and 
enhancing customer satisfaction.  

Analyzing the literature on the application of ML in 
business analytics revealed some research gaps. Existing works 
show how ML affects business activities positively, in terms of 
improving decision-making and increasing forecast accuracy 
and customer satisfaction. Furthermore, some studies 
elaborated that there is a need to develop broad frameworks for 
real-time operational ML data processing using large computer 
networks with appropriate data privacy mechanisms. Most 
studies encompass special uses or strategies, with few attempts 
to examine how the integration of two or more ML strategies 
can be applied in a dynamic organizational setting. In addition, 
current knowledge does not permit a comprehensive prediction 
of the long-term effects of ML projects within an organization 
regarding the performance or employees' use. This study 
proposes an ML framework comprising several ML algorithms, 
providing an opportunity for corporations' strategic and tactical 
advantage. 

III. RESEARCH METHODOLOGY 

To evaluate the effects of ML on business analytics, the 
method was divided into specific steps, as shown in Figure 1.  

 Data collection and preprocessing: A dataset was obtained 
from [24]. Data cleaning was performed to address missing 
values and outliers, followed by normalization using a 
standard scaling pipeline to standardize features such as TV 
and radio promotion budgets. 

 Feature engineering: Additional features were created by 
analyzing historical data, including combining TV and 
radio promotion budgets to assess their joint impact on 
sales. 

 Model selection and training: ML models, including RF, 
DT, and SVM, were applied to classify sales into three 
categories: low, medium, and high. These models were 
chosen for their scalability and interpretability in business 
contexts. 

 Hyperparameter tuning: Fine-tuning was performed using 
grid search and cross-validation to optimize 
hyperparameters, such as the number of trees in RF, depth 
of DT, and regularization parameters in SVM. 

 Model evaluation: Evaluation was performed using 
accuracy, precision, recall, and F1-score. Further 
optimization improved classification accuracy and reduced 
the number of false positive and false negative results. 

 Deployment and monitoring: The trained models were 
integrated into business intelligence environments for both 
online analytical processing and batch intervention. 

 Ethical considerations: Accountability, efficacy, privacy, 
and legal compliance were protected when collecting and 
processing data. 

 

 

Fig. 1.  Research method. 

IV. PROPOSED WORK 

AI has become prevalent in the current world, where 
organizations rely on data to operate efficiently, maintain 
viable competitiveness, and control expenses. Recent years 
have shown a higher popularity for ML algorithms such as 
SVM, DT, and RF, as they are more suitable for storing and 
analyzing large sets of data and provide high forecast accuracy. 
Due to its ability to handle features with high dimensionality, 
ML makes it easier to classify consumer trends and sales data. 
RF combines DT and is well suited for large-scale data, 
preventing overfitting, and providing detailed information on 
customer behavior such as churn rates and effective marketing 
solutions. These algorithms improve decision-making 
processes and provide massive business value. 
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A. Fine Tuning 

The hyperparameters were adjusted to increase efficiency. 
Tuning involves making adjustments to improve the model 
generalization and improve results by decreasing the error 
rates. 

 Fine-tuning SVM: To fine-tune an SVM with an RBF 
kernel, the parameters �, � along with other discriminating 
parameters should be optimized. Applying hybrid models, 
decision-making and business results within analytics can 
be optimally enhanced. The SVM model can be represented 
as: 

���� = ∑ 	
�
 . ��, �
� + ��

��   

where ���� is the output to be predicted with the help of the 
input feature vector �, 	
 is the Lagrange multiplier, � is the 
bias, and ��, �
�  is the RBF function. The RBF kernel 
function can be represented as: 

��, �
� =   �����|����|�
�

�  

where � is known as the kernel parameter. The purpose of 
hyperparameter tuning is to obtain the optimal �  and � 
values that will enhance the performance of the SVM 
model. This can be done using grid search or Bayesian 
optimization. 

 Fine-tuning DT: Suppose a DT model with Gini impurity as 
the criterion, which is broadly employed in business 
analysis. The DT model can be represented as: 

���� = ∑ �� . ��� ∈ !��"
��#   

where ����  represents the output, �  is the input feature 
vector and �� represents the predicted value for the region 
!� . The function ��� ∈ !��  gives 1 if �  belongs to the 
region !� or 0 otherwise. The objective of this method is to 
fine-tune some of the compile time parameters which 
include the maximum depth of the tree, the minimum 
number of samples required to split an internal node, and 
the minimum number of samples required to be at a leaf 
node. 

 Fine-tuning RF: Suppose an RF model consisting of N DTs, 
which is often used in business analytics. The RF model 
can be represented as: 

���� = #

$
∑ �����$

��#   

where ���� is the overall predicted output, �  is the input 
feature vector, and ����� is the overall predicted output of 
the % th

 DT. Fine-tuning aims to determine the best 
benchmark principal values, such as the number of DTs, 
maximum tree depth, number of features to consider at each 
split etc.  

 Hybrid Algorithm: A hybrid algorithm can combine the 
advantages of using SVMs, DTs, and RF. The formula of 
the hybrid algorithm can be written as : 

���� = 	 ⋅ �'("��� + ) ⋅ �*+��� + � ⋅ �,-���  

where ����  is the predicted output, �  is the input feature 
vector, �'("���  is the estimated output reconstructed by the 
SVM model, �*+���is the estimated output reconstructed by 
the DT model, and �,-��� is the estimated output reconstructed 
by the RF model. The values 	, ), and � are used to sum up 
the values of the three models developed. 

Algorithm 1: Fine-tuning SVM, DT, and RF 

# Start creating a dictionary that would 

# store the best parameters to use with 

# each algorithm  

best_parameters = {} 

# Tunable Algorithm List  

algorithms = [SVM, DT, RF]  

For every algorithm,  

  # Start the parameters of the current 

  # algorithm  

   InitializeParameters(algorithm)  

  # Variables to store the best metrics  

  # and parameters  

  best_metrics = InitializeBestMetrics()  

  best_params = InitializeBestParameters()  

  # For each combination of the parameters  

  # in the grid  

  For each combination in the  

  parameter_grid  

    # Define the parameters to control in  

    # the current combination  

    SetParameters(algorithm, combination)  

    # Score it with the current 

    # hyperparameters  

    metrics = EvaluateModel(algorithm)  

    # Save the metrics of the evaluation  

    StoreEvaluationMetrics(algorithm,  

    combination, metrics)  

    # If the current metrics are better  

    # than the best metrics found so far  

    If IsBetterMetrics(metrics,  

    best_metrics)  

      # Improve the best metrics and  

      # parameters  

      best_metrics = metrics  

      best_params = combination  

    End If  

  End For  

  # Save the best parameters for the  

  # current algorithm  

  best_parameters[algorithm] = best_params  

End For  

# Return the best parameters for all  

# algorithms  

Return best_parameters  

End 

 
In ML, hyperparameter optimization is crucial to enhance 

model efficiency. The process involves creating a 
'best_parameters' dictionary to store the optimal 
hyperparameters for each algorithm, such as SVM, DT, and 
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RF. The initial values are assigned and a grid of potential 
combinations is built. Each combination is tested, and 
performance metrics are logged. If a combination outperforms 
the previous settings, it replaces the old ones in the dictionary. 
This systematic approach ensures that optimal hyperparameters 
are identified and maintained through regular fine-tuning for 
consistent model performance. 

 

 

Fig. 2.  Proposed architecture. 

Figure 2 presents the proposed architecture for applying 
ML algorithms to sales data prediction. The process begins 
with obtaining raw data from Salesforce platforms, which are 
then divided into training and testing datasets. Preprocessing is 
crucial for handling missing values and inconsistent qualitative 
data, allowing for feature extraction essential for forecasting. 
The models are then selected and trained on the processed data 
to identify patterns related to sales outcomes. Fine-tuning is 
performed systematically to optimize hyperparameters, such as 
the regularization parameter, using techniques such as cross-
validation to ensure that improvements are consistent across 
data subsets. The goal is to determine whether the model meets 
its sales prediction objectives. If the goals are not met, further 
re-tuning is necessary. If successful, the model proceeds to 
testing. Finally, the effectiveness of the proposed framework is 
evaluated using the testing dataset. 

V. RESULTS AND DISCUSSION 

This study focuses on predicting sales performance based 
on advertising budgets for TV and radio promotions. The goal 
is to classify sales into three categories: low, medium, and 
high. A Kaggle dataset was used, which includes 4,572 rows of 
data covering advertising budgets for TV, radio, social media, 
and influencers [24]. This study specifically selected TV and 
radio budgets as input features and categorized the sales data 
into three groups. After preprocessing, 4,546 rows were used 
for analysis. ML classification algorithms, including RF, DT, 

and SVM, were employed to build models that predict the sales 
category based on advertising spending. The models were fine-
tuned using a standard scaling pipeline to optimize 
performance. The process was carried out in Python using 
Google Colab.  

A. Performance Metrics 

In the following metrics, TP denotes True Positives, FP 
denotes False Positives, TN denotes True Negatives, and FN 
denotes False Negatives. 

Accuracy: Used while testing a given model, it is a measure 
that works together with the assessment of the positive results 
by also considering the negative results in a given model. 

Accuracy =  45647 

45647685687647
  

Precision: It is a measure that defines the rate of accurately 
predicted positive cases out of all the cases that were 
anticipated to be positive. 

Precision = 45

45685
  

Recall (Sensitivity): It is the rate of positive results for the 
total amount of expected positive samples. 

Recall = 45

45687
  

F1 Score: This is a preferred metric for circumstances 
where the positive and negative classes are not balanced in a 
dataset. It measures the harmonic balance of precision and 
recall, so it gives a single value for both of them. 

F1 score = 2 ⋅ 5DEFGHGIJ⋅KEFLMM

5DEFGHGIJ6KEFLMM
   

B. Results 

As shown in Figure 3, the performance of the basic SVM 
was compared to that of the optimized SVM. Fine-tuning 
improves the SVM model from 81% accuracy to 97%, and its 
FP rate from 17.8% to 2.1%, meaning that there were fewer FP. 
The log loss decreased from 48.1% to 9.3%. Accuracy 
increased from 80.2% to 99.2% and the F1-score, which 
integrates precision and recall rates, increased from 81.9% to 
97%. 

 

 

Fig. 3.  SVM comparison results. 



Engineering, Technology & Applied Science Research Vol. 14, No. 6, 2024, 18563-18568 18567  
 

www.etasr.com Kumar: A Fine Tuned-based Framework to Predict Salesforce Data using Machine Learning in … 

 

Figure 4 compares an RF model with its fine-tuned version 
across four metrics, where the latter showed significant 
improvements. Accuracy increased from 81.5% to 98%. The 
log loss decreased from 43.4% to 9.3 % and the F1-score 
increased from 81.7% to 98.1%, showing that the fine-tuned 
model had better accuracy for both positive and negative 
instances. 

 

 

Fig. 4.  RF comparison results. 

Figure 5 shows the results of a DT along with its fine-tuned 
version. Fine-tuned DT presents a marked improvement in 
accuracy, from 79.7% to 97.9%. The F1 score increased from 
79.8% to 97.9%, which also shows the improvement in the 
system's accuracy and its chance to recall the correct object. 
The log loss decreased from 13.2 to 5.2, indicating that the 
model had more confidence than before. The fine-tuned model 
reduced the general number of FP cases, as the precision 
increased from 82.2% to 97.9%. 

 

 

Fig. 5.  DT comparative results. 

These results show that fine-tuning helps to improve the 
performance of these ML models. However, this process may 
cause overfitting or compatibility issues. Nevertheless, fine-
tuning enhances the prediction ability of the models, thus it is 
an effective means of enhancing accuracy and generalization. 

VI. CONCLUSION AND FUTURE WORK 

Today, organizations use analytical methods to enhance the 
impact of strategies and sales in the context of the current 
environment. Data features from CRMs, such as Salesforce, 
entail methods of feature analysis on aspects of sales data. This 

study recommends an approach to making a sales forecast 
using feature selection, data preprocessing, model selection, 
and finally hyperparameter tuning. The evaluation revealed that 
the proposed framework offered higher values of estimated test 
accuracy than the default methods. The results show that fine-
tuning enhances the models' performance and validity and 
reduces the chances of false positives. Future work should 
investigate further directions proposed in the framework, such 
as initiating a comfortable list of the kind of engagement, 
expanding its scope to the big data phenomenon, and 
considering ethical issues in ML. 
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