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ABSTRACT 

The use of biometric features for the surveillance and recognition of certain classes, such as gender, age, 

and race, is widespread and popular among researchers. Various studies have focused on gender 

recognition using facial, gait, or audial features. This study aimed to recognize people's gender by 

analyzing their hand images using a deep learning model. Before training, the images were subjected to 

several preprocessing stages. In the first stage, the joint points on either side of the hand were detected 

using the MediaPipe framework. Using the detected points, the orientation of the hands was corrected and 

rotated so that the fingers pointed upwards. In the last preprocessing stage, the images were smoothened 

while the edges were preserved by a guided filter. The processed images were used to train and test 

different versions of the ResNet model. The results were compared with those of some other studies on the 

same dataset. The proposed method achieved 96.67% recognition accuracy. 
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I. INTRODUCTION  

In the last two decades, the field of automated gender 
recognition has seen great interest and progress due to its wide 
range of application areas, including healthcare, surveillance, 
financial security, and authentication. This progress not only 
has expanded the methods of gender recognition but has also 
presented new challenges for further exploration. Early studies 
on this topic used handcrafted image features, such as Linear 
Binary Patterns (LBP), Histogram of Oriented Gradients 
(HOG), and Scale-Invariant Feature Transform (SIFT), along 
with conventional Machine Learning (ML) methods, such as 
Support Vector Machines (SVM), Random Forest (RF), and 
AdaBoost, to extract information from different parts of the 
body. Most studies used facial [1, 2], gait [3], fingerprint [4], 
and palmprint [5] features and body proportions [6]. 

However, the introduction and rapid advances of Deep 
Neural Networks (DNNs) changed the research approach. The 
methods began to employ large dataset collections and training 
using different deep models. Like conventional methods, 
researchers collected and focused on different body parts for 
the training and recognition stages. This study uses a DNN 
framework for gender recognition from hand images. The 
primary aim is to recognize the gender of individuals, with a 
focus on their hand images of both the palm and dorsal sides. 
There are several studies on this topic, but most of them used 
hand features such as fingerprints, palmprints, and geometric 
properties between the knuckles. The main contribution of this 
study is to improve the hand-based gender recognition task on a 
biased dataset and analyze the performance of different depth 
DNNs on the same dataset. Hand features have been used for 

gender recognition purposes in the last decade. While some of 
them trained ML models with hand-crafted features, some 
others used DNNs for training and testing. 

In [7], a large dataset called 11k hands was introduced, 
which consists of images of the dorsal and palmar sides of the 
hand with ground-truths for gender recognition. This study 
employed a Convolutional Neural Network (CNN) to extract 
features to feed an SVM. Another DNN-based study [8] used 
the Inception model for another dataset, which was relatively 
small but had variations in posture, achieving sufficient 
accuracy. In [9], the Global and Part-Aware Network (GPA-
Net) was introduced and tested on the 11k hands dataset. This 
network creates global and local branches on the conv layer to 
learn robust discriminative global and part-level features. In 
[10], a multi-CNN model was proposed to detect hand 
attributes on the 11k hands dataset. 

II. PROPOSED METHOD 

The proposed method includes several preprocessing steps 
before training and testing the deep model. These steps include 
the detection of the joint points on the hand, and orientation 
correction and smoothing the images while keeping the edges 
preserved. Figure 1 shows the flow diagram of the proposed 
method. 

A. Detection of Hand Joints by MediaPipe 

MediaPipe is one of the many ML frameworks for the 
detection of hand key points. It can run as web-based, android-
based, or as a part of a program written in Python. It works 
successfully for still images and recorded or live videos [11]. 
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This framework takes a hand image as input and provides 21 
key points on the knuckle. Figure 2 shows the key points and 
their corresponding indexes. Each detected point on the hand 
has three-dimensional coordinates composed of � , � , and � . 
The coordinates �  and �  are normalized between 0 and 1 
relative to the width and height of the images, whereas � 

represents the depth of hand. The depth �  decreases as the 
distance between the hand and the camera decreases. The 
indexes of the points are independent of the hand orientation, 
being left-right or the side of the hand facing the camera, such 
as palm or dorsal. This framework has been used successfully 
in several studies for different purposes. 

 

 
Fig. 1.  The flowchart of the proposed method. 

 
Fig. 2.  MediaPipe hand landmark. 

B. Correction of Hand Orientation 

In deep learning, different orientations and rotations of 
objects of the same class increase the richness of the dataset. 
This might be advantageous for tests made in uncontrolled 
mediums, since the dataset has a higher possibility of 
containing image samples of an object with different rotations. 
However, this study was conducted for controlled mediums. 
This means that users are instructed on how to locate their 
hands in front of the camera. The images have differences in 
translation, scale, and rotation. The translation and scale in this 
dataset cannot be utilized. However, the rotation variance can 
be removed. This can lead to higher accuracy both in the 
learning and testing processes. Before training, all dataset 
images were rotated so that the fingers point upward. This was 
done by calculating the orientation of the hand and rotating it 
backward around the center. The orientation of the hand is 
equal to the angle between the points 0 and 9, namely the wrist 
and the base knuckle of the middle finger. The hand shape is 
rotated in the opposite direction by the orientation angle 
obtained. 

C. Smoothing by Guided Filter 

The guided filter [12] is an edge-preserving smoothing 
technique and an explicit filter. This means that it calculates the 
output of the filtering process as the weighted average of 
neighboring pixels of the target image. It takes a guidance 
image to guide the input image. The guided filter operates 
under the assumption that a local linear model exists between 
the guidance image and the filtering result. 

The guided filter takes two input images. These are the 
guidance image �� and the filtering image ��. The result of the 
filtering process �� is given by 

��	
� � �
��	
� � �
     (1) 

where �
  and �
 are linear transformation coefficients, 
 is the 
pixel location, and k is the window index. The transformation 
coefficients are calculated as follows: 

�
 �

�

�� ∑ ��	������
��	�������

��
���
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�
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    (3) 

where  
 and !
  are the mean and the variance of the ��, and 
�
 is the mean of the image ��  in the window "
. The level of 
blurring is controlled by # in the smoothing process. Since the 
pixel i is included in multiple windows, the value of the 
 th 

pixel in the output image is calculated as: 

��	
� � �̅���	
� � �%�     (4) 

where �̅� and �%�  are the expected values of the transformation 
coefficients among all the windows that include the pixel 
 . 
Overall, the guided filter process is controlled by the guidance 
image, input image, the radius of the window, and #. 

III. EXPERIMENTAL RESULTS 

A. Dataset 

The dataset [13] contains hand images of 100 subjects. The 
images were taken in a fully controlled environment with a 
fixed distance from the camera but with different lighting 
conditions. Moreover, there are large variances in terms of 
pose, blurriness, and translation. There are 40 images per 
subject with 10 images for each side of the right and left hands. 
Five images with errors were excluded, resulting in 3,955 
images in total. There are two limitations of the dataset. The 
first is the imbalance between classes, which might cause a 
drift in the classification results toward the female class. The 
second is that the number of subjects is not high enough to 
generalize the results for people of different races and ages. 
The images were obtained from different angles with a high-
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resolution device. For personal privacy reasons, only gender 
and age information was obtained from the people. This dataset 
is publicly available [13]. Figure 3 shows some images from 
the dataset. The dataset is unbalanced in terms of gender 
distribution, as it consists of 1,597 male (40%) and 2,358 
female (60%) samples. 

 

  
(a) (b) 

  
(c) (d) 

Fig. 3.  Sample images of the dataset: (a) male-palm, (b) male-dorsal, 
(c) female-pam, (d) female-dorsal. 

B. Experiments and Results 

The processed images were provided to the ResNet [14] 
model for training and testing. The experiment was designed to 
overcome the limitations of the training stage because it takes a 
long time and is bounded by the number of layers. The main 
property of ResNet is its skip connections or its ability to make 
shortcuts. Moreover, the performance does not decline as the 
model is getting deeper. Furthermore, its computations are 
lighter and the ability to train networks is better. The ResNet 
model skips connections by two to three layers containing 
ReLU and batch normalization throughout the pipeline [15]. 

The dataset was divided into 70%, 20%, and 10% for 
training, testing, and validation, respectively. During the 
smoothing step, the window radius was taken as 8 and # was 
taken as 0.05. The learning rate was determined using the 
learning rate finder function. This function gives a plot of loss 
against a range of different learning rates. Also, it outputs 
several learning rates that give critical points such as the 
downward slope or the minimum loss. The point with the 
steepest slope gives the best learning rate. Choosing any other 
value for the learning rate results in lower accuracy. The 
learning rates for all models were obtained using the same 
method. The output of this function is shown in Figure 4. It is a 
semi-log plot where the x-axis is the learning rate and the y-
axis represents the corresponding losses. The recommended 
learning rate is shown with the valley point on the plot. 
Therefore, a learning rate of 0.001 was chosen. The dropout 
rate in the last stage was 50%. 21,252,072 trainable parameters 
were obtained during training. The reason for using ResNet is 
that it is a relatively light and simple learning model with 
sufficient performance. The preprocessing steps were coded in 
Python. The experiments were also implemented in Python in 
the Google Colab environment. 

 
Fig. 4.  Loss for different learning rates. 

According to multiple tests carried out with the same 
settings, it was observed that using 10 epochs provided 
satisfactory results. The highest accuracy was 96.67% for 
ResNet50. In the tests conducted with more than 10 epochs, the 
recognition accuracy remained constant or decreased. 
Therefore, the results obtained with 10 epochs were chosen to 
compare with the other studies. 

TABLE I.  RECOGNITION ACCURACY (%) 

Method Accuracy 

LBP + Narrow NN [13] 90.00 
LBP + Medium NN [13] 91.20 

LBP + Wide NN [13] 91.80 
LBP + Bilayered NN [13] 90.30 
LBP + Tripping NN [13] 88.90 

ResNet18 92.74 
ResNet34 94.32 
ResNet50 96.67 

ResNet101 94.07 

 
Table I compares the recognition accuracy of the ResNet 

models in this study along with other studies tested on the same 
dataset. Comparison was made with both neural network-based 
studies and all versions of ResNet. 

In [13], the results of different algorithmscan be found, 
namely K-Nearest Neighbor (KNN), SVM, ensemble, decision 
trees, and naïve Bayesian. According to the results in Table I, 
ResNet50 outperformed the other models on the same dataset, 
achieving 96.67% accuracy. The dataset can be considered 
deep rather than wide. Deeper models are closer to achieving 
better performance in deep datasets [16]. These results show 
that the accuracy increases as the depth of the model increases 
from 18 to 50. However, when the depth of the model increases 
to 101, a decrease is observed. The most possible reason for 
this is that the model suffers from overfitting. This overfitting 
can be overcome using various methods, such as increasing the 
data or trying different optimizers.  

IV. CONCLUSION 

This study presented a framework for the task of gender 
recognition by analyzing hand images. The framework starts 
with several steps of preprocessing, such as correction of the 
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orientation and smoothing of the images. The dataset consists 
of hand images, both dorsal and palm, with great variances in 
translation, size, blurriness, pose, and shape. No further 
changes, other than rotation and smoothing, were made to the 
images. The images were examined by training and testing 
different versions of ResNet, obtaining sufficient results in 
terms of accuracy. 

However, the system has two drawbacks. The first is the 
degraded accuracy when the pose of the hand is very different 
from the ones in the dataset. A more generalized and deeper 
network might overcome this problem. Another solution would 
be to use a larger dataset with more subjects and variations. 
The second problem is overfitting when the training model is 
very deep. This can be fixed by using a larger dataset or trials 
of different optimizers for regularization.  
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