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ABSTRACT 

The objective of this revision is to enhance existing AutoCloud clustering technology, which demonstrates 

optimal performance when dealing with clusters of specific dimensions and arrangements. AutoCloud uses 

the TEDA framework to break down the clustering challenge into two smaller problems, called micro 

cluster and macro cluster. AutoCloud is an innovative method that eliminates the requirement for any pre-

existing understanding of datasets, where clusters can develop and combine when new information and 

explanations are presented. This study proposes an experimental configuration to generate microclusters 

and data clouds without imposing a certain topology on static datasets. MLAutoCloud uses a modified 

distance-based technique, utilizing the big data framework and incorporating the adjusted random index 

value with the TEDA framework for streaming data. The MLAutoCloud technique yielded optimal cluster 

numbers and achieved excellent data collection results, as seen in the test results on different datasets. 

Estimating thickness despite changes in the underlying assumptions is a process that could modify the 

variables used to provide data. The MLAutoCloud method is an effective way to generate a cloud 

clustering algorithm in the data streaming section. 

Keywords-AutoCloud; clustering; data streams; big data; machine learning; spark; eccentricity; outliers; 

anomaly 

I. INTRODUCTION  

Clustering is a vital data mining technique employed in 
information partitioning and attribute engineering, which are 
extensively employed in circular foundation-purpose neural 
networks [1-3]. The AutoCloud method needs to be entitled to 
handle issues such as concept drift and evolution that arise 
during data stream processing [4]. In the AutoCloud system, 
the study of anomalies, outliers, or instances that are part of a 
cluster is of significant importance and is currently a popular 
trend in data mining [5]. Therefore, when faced with the task of 
clustering dynamic data stream system information, it is 
important to approach it systematically [6]. One way to do this 
is by gradually adding a unique node at an interval to the 
cluster, organizing the group, and storing the necessary 
information. Currently, online collection has become a tool 
used in several applications, including information innovation, 
development error detection, inconsistency detection, and 
recommendation systems [4, 5, 7]. An innovative evolving 
clustering approach founded on the involved knowledge can be 
used to continuously inform the instruction basis of the 

arrangement, which is a developing Takagi-Sugeno (eTS) 
useful imprecise prototype [8]. Additionally, based on the 
distance technique, consumers with a distance measure often 
anticipate the cluster emerging from a comparable outline [9].  

This study identifies the data stream's sequential logic as an 
AutoCloud, denoting an autonomous operation in the cluster 
without a predetermined value. A logical, systematic method 
called TEDA (Typicality and Eccentricity Data Analytic) is 
used to find variance that is incrementally parametric supply 
based on the proximity linking model [9]. The goal of 
AutoCloud is to implement a technique that is both efficient 
and resourceful for constructing the new cluster and merging it 
with historical data based on the expansion of data across 
instances [6]. A precise �-dimensional information example's 
conformity with the principles of its previous reading is 
connected to the feeling of typicality. Eccentricities refer to the 
degree of dissimilarity between data samples and their 
allocation. This suggests that significant eccentricities in the 
data sample are typically considered anomalous [10]. TEDA 
was developed focusing on the concept of increasing 
communication. Consider the information contribution 
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�� ∈ �� in the stream. This contribution entails classifying a 
sample of � dimensional data ��, ��,..., �� which is a subset of 
�, where 	 stands as the specific interval at which the model 
was acquired. The cumulative closeness 
(.) of �� is estimated 
by approximating the value of each existing data sample [5]. 
The aggregate of the gaps between a specific example � and 
every of the 	  essentials in the dataset �  is represented by 

	(�). 

The interval between two points is the range of data 
samples 
 and � and 	 represents the specific moment in time 
when data point � is taken as a sample. 


	(�) = ∑ (�	, ��)�
���     (1) 

Initiating the calculation of 
	(�)  and determining the 
eccentricity �	(�) serves as a means to differentiate the data 
sample ��  based on its value in relation to all other existing 
data points up until time 	. 

�	(�) = ���(�)
∑ ��(��)���

∑ 
	(��) > 0,   	 > 2�
���  (2) 

The oddity can be continuously provided for the Euclidean 
distance store value as follows: 

�(��) = �
 + ("�#��)$("�#��)

�%�
&    (3) 

In this case, �(� ) represents the oddity of the example �� 
with respect to each previous sample in the sets of statistics [9]. 

' = �#�
� ' #� + (�

�  , 	 ≥ 1, '� = ��  (4) 

+�
� = �#�

� +�#�
� + �

�#� ||�� − '�||�, +�
� = 0 (5) 

According to eccentricity, to find the typicality, .(��) is 
equal to twice �(��) . This denotes the value difference 
between a random data point �� and every other data point up 
until the time stamp at 	 [9]. 

.(��) = 1 − �(��), 	 ≥ 2   (6) 

The ideas of the TEDA framework involve a sample point 

 that is farther from or on top of the statistics set than sample 
point �. This means that sample point 
 is the most unusual 
and less typical compared to �  [5]. The standardized oddity 
�(��) and typicality .(��) can be evaluated as follows: 

�(��) = /(��)
�       (7) 

.(��) = 0(��)
�#�      (8) 

The Chebyshev inequality can recycle to find an endpoint 
equal built proceeding the outlier records and the standardized 
deviation (��). If the data sample (��) is different from the 
mean, it must be called an odd sample. An outlier is a sample 
(��) that is not close to the mean. The equation for an outlier 
describes this. The 1 number tells how far the records are from 
the mean. Many times, the meaning of 1 is diverse after the 
meaning of 3. 

�(��) > 2&3�
�� , 1 > 0    (9) 

Here, 1  corresponds to the numeral of standard deviation. 
Suppose a hypothetical situation that assumes the value of 1 as 
3. The saturation level for organizing records is (��)  as an 

anomaly is �(��) > 4
�. This is called a data stream [10], where 

data comes in very quickly. The primary phase is mining the 
data stream cluster. This cluster has a pattern that can be used 
to separate the data chunks into clusters for review to ensure 
that all data points are the same [11-13]. As data streams, there 
are always more and better tools for finding patterns [14]. A 
review of the literature shows that there are grouping methods 
for constant datasets. However, they cannot be used on 
streaming data because the amount and speed of data coming in 
are not always the same and change over time [15-19]. In the 
context of this irregularity, a significant data streaming 
grouping procedure aims to complete the minimum amount of 
work with minimal latency and to identify the fundamental and 
growing structure of a record by an undetermined amount of 
gatherings [20, 21]. All this can be accomplished by properly 
splitting and reuniting clusters [22]. Furthermore, many studies 
have crucial information on generating a randomly produced 
collection that occurs in a wide range of data stream 
submissions, including geography, satellites, empirical, and 
sensor readings [23, 24]. Instead of finding actual outliers, the 
stream optics algorithm is subjected to the pruning idea, which 
reduces memory usage and speeds up the process of 
discovering possible clusters [25]. Big data analysis makes it 
possible to investigate the connections between a collection of 
separate data, exposing numerous facts that help to predict the 
best course of action and facilitate the achievement of the 
intended objectives [26]. 

II. WORKING ON THE AUTOCLOUD 

In AutoCloud, Euclidean distance is used to figure out how 
close samples and clouds are to each other. For a data sample � 
that arrived at time 	, it can determine the mean and average 
variance using eccentricity and typicality. A sample � of the 
provided data contributes to or generates additional clouds. 
Microclustering occurs when these steps are repeated over and 
over again. The given process satisfies the idea of drift 
problems [8]. In this way, AutoCloud can set up a growing 
collection for streaming data online. Microclustering is 
completed in a very short amount of time. As this study aims to 
focus on an entirely online account, two-phase algorithms are 
hard to judge with the given move [27]. 

A. Advantages of AutoCloud Design 

Developing excellent information clouds for the ideas of 
drift and changing data is helped by the fact that existing nodes 
can be combined or a new cluster can be made with changed 
parameters. The second benefit shows that it can run batch 
processing jobs or run without storing past data samples in 
memory, so it can be used in real-time applications that do 
recursive calculations. The third benefit that proves this is that 
it is totally unsupervised and does not require previous 
knowledge, so it can be used in most real-time systems [28]. 

B. Weaknesses of AutoCloud Algorithm 

The first issue with AutoCloud is that there is no support in 
terms of analysis data in which there is no temporal 



Engineering, Technology & Applied Science Research Vol. 15, No. 1, 2025, 19380-19385 19382  
 

www.etasr.com Parekh & Shukla: Enhancing Data Streaming Clustering Algorithms for AutoML in Cloud … 

 

dependence between data samples. There are no exact outlines 
or shapes in the data clouds, and they are represented 
graphically by an ellipse. The usage of Euclidean distance, 
which requires that data clusters be represented as ellipses, is a 
second issue. In addition, AutoCloud does not consider a 
specific approach for an adaptive value of 1 , affecting its 
performance [27]. The flowchart of the AutoCloud algorithm 
can be seen in [27]. 

III. METHOD AND EXPERIMENTS ON THE 

AUTOCLOUD ALGORITHM 

This approach takes data samples and uses Euclidean 
distance to compare their distance to clouds. For each data 
sample recorded, a choice must be made about which of the 
real clouds it belongs to. Because of this situation, any real 
clouds that are affected change to show that this new sample is 
added. Otherwise, if the sample differs significantly from every 
other cloud, a new cloud is created. Finally, each pair of clouds 
is examined to see if they need to be merged. The program 
creates the first cloud, which is then filled out with the first two 
samples. The third sample is where the process of creating new 
data clouds begins. This is because the space between the 
points is based on the quality levels. It is impossible to tell if 
two places are close or far apart if the range is not known ahead 
of time, which is the case here. This is the reason for requiring 
a third point before the search can figure out how important the 
space between any two points is. This process is explained in 
algorithmic steps [28]. The proposed method aims to fix the 
problems with data stream groups. Static datasets were used as 
example data values. Also, some automatically generated data 
were added to examine how AutoCloud works. The data cluster 
used datasets from [28], containing both real and synthetic 
datasets that are frequently used in data clustering. Each sample 
is a member of a group and falls in the midpoint of each group 
in certain circumstances where information is known. 

IV. EXPERIMENTS WITH FIXED DATASETS IN 

AUTO CLOUD 

Before adjusting for concept drift, an information stream 
cluster model was examined on its ability to cluster immobile 
structures [29]. The AutoCloud experiment selected two preset 
data samples for clustering. In [27], the permanent dataset1 was 
presented to examine the Chameleon cluster model. FD-D1 is 
the first fixed dataset, and FD-D2 is the second fixed dataset, 
including 3031 data samples arranged into 9 clusters and 2551 
data samples arranged into 8 clusters, respectively. The datasets 
came from [30]. Some of the authentic and actual data sets in 
this collection are commonly utilized for data clustering tasks. 

TABLE I.  PRACTICAL SETTING IN THE DATASETS 

Dataset Fixed dataset 1 Fixed dataset 2 

Samples 3031 2551 

Clusters 9 8 

 
Each analysis used a random sampling of fixed datasets, 

which were all assessed without the use of window partitions. 
The following chart displays the results. In practical evaluation, 
the operation was achieved 30 times for each sequence of 
methods and each dataset. 

 

Fig. 1.  Fixed dataset 1 output. 

 

Fig. 2.  Fixed dataset 2 output. 

 

Fig. 3.  Results on fixed datasets. 

V. PROPOSED METHOD FOR MLAUTOCLOUD 

The first step in MLAutoCloud, which uses both TEDA and 
Spark architecture, is to join together as a group to progress 
toward coarse data structures, identify data clouds, and identify 
restrictions such as conservative data in the group that is tied to 
a certain cluster. Here, using the TEDA and Spark frameworks, 
the dataset is combined and partitioned based on the updated 
distance. MLAutoCloud uses microclusters on actual datasets 
to calculate the precise number of clusters using the 
Mahalanobis distance. The flowchart of the MLAutoCloud 
algorithm can be seen in [29]. 
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VI. MLAUTOCLOUD EXPERIMENTS ON REAL 

DATASETS 

Data streaming algorithms such as DenStream, CluStream, 
and StreamKM are associated with the MLAutoCloud 
algorithm. An adjusted rand measure was employed as the loss 
function, measuring the degree of similarity between two data 
clusterings. The modified random index value's score was 1.0 
when there was an equal separation. The index score of the 
modified random index value was 0.0 when an arbitrary node 
was added individually to the cluster and data samples at that 
point. An apparent assessment of the predicted and observed 
labels may be obtained in this case using the ARI loss function. 
Every detected cluster is given a unique name. When 5 is used 
in this scenario, the clusters in the � or 6 subset and the 7 or 
8 subset add up to the identical pair of items inside 9. In this 
case, :  refers to the distinct group in the 7  subset and the 
distinct cluster in the �  subset that vary from 9  in several 
fundamental pairings. 

TABLE II.  EVENT TABLE 

 N1 N2 Ns Sums 

M1 Q11 Q12 Q1s a1 

M2 Q21 Q22 Q2s a2 

Ms Qr1 Qr2 Qrs ar 

Sums b1 b2 Br  

 
The rand index value is calculated by: 

� = (;3<)
=
&

     (9) 


�> =
∑ ?=@A

& B@A #
C∑ ?D@

& B@ ∑ ?E@
& BA F

G=
&H

�
&C∑ ?D@

& B@ ∑ ?E@
& BA F#

C∑ ?D@
& B@ ∑ ?E@

& BA F
G=

&H

   (10) 

Most hyperparameters from each process can be utilized by 
a grid investigation to determine the precise number of cluster 
datasets. The modification parameter was applied to the 
samples that the first training in the event table (Table II) 
recommended. The cluster graphs of the actual and fixed 
datasets are shown in Figures 5 and 6. Table III shows the 
accuracy table for both actual and fixed datasets. 

TABLE III.  PRACTICAL SETTING IN SUPPORT OF THE 
INFORMATION SETS  

Data Set Fixed dataset 1 Fixed dataset 2 Real dataset 

Example 3031 2551 2219803 

Group 9 8 54 

TABLE IV.  EXACTNESS DIFFERENT STREAM ALGORITHM 
TABLE 

Dataset DenStrem CluStream StreamKM MLAutoCloud 

Fixed dataset 1 0.21 0.55 0.62 0.38 

Fixed dataset 2 0.22 0.36 0.37 0.41 

Real dataset - - - 0.97 

 
The experimental results indicate that cluster information 

flow from arbitrary shapes is more comfortable with 
incremental drift with low magnitude on the AutoCloud step-
by-step logic. 

 
Fig. 4.  Sensor real datasets. 

 

Fig. 5.  Accuracy graph with fixed datasets. 

 

Fig. 6.  Accuracy graph with fixed and actual datasets. 

These results show that since outliers are hidden in the data 
stream, anomalies and noise that are not needed must be 
efficiently identified by deploying clustering techniques [25, 
26, 29, 31]. 
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VII. CONCLUSION 

The current AutoCloud method lacks precise edges or 
precise forms. Since AutoCloud uses Euclidean distance, data 
clusters must be represented as ellipses. To address the 
limitations of AutoCloud, machine learning is used to 
determine the exact number of clusters with specified forms or 
outlines. In particular, MLAutoCloud employs microclusters 
on real datasets. Any form of data cluster is formed using the 
Mahalanobis distance. AutoCloud created nine clusters using 
fixed dataset 1 with 3031 data samples and eight clusters using 
fixed dataset 2 with 2551 data samples. Different stream 
methods were used for both fixed datasets, with accuracies of 
0.21, 0.55, and 0.62 and 0.22, 0.36, and 0.37 for DenStream, 
CluStream, and StreamKM, respectively. The accuracy of 
MLAutoCloud on fixed datasets 1 and 2 was 0.38 and 0.41, 
respectively. 54 clusters were created with an accuracy of 0.97 
using a real dataset of 2219803 samples. The MLAutoCloud 
method employs a wide range of uninformed cluster figures 
and precisely determines the right amount of clusters. Future 
studies should investigate an algorithm using the PySpark 
architecture to effectively remove anomalies and enable 
effective streaming in the direction of the cluster, achieving 
better results for multiple clusters. The main focus should be on 
addressing the difficulties brought forth by the enormous 
volume of data. 
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