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ABSTRACT 

Facial image datasets are particularly vulnerable to challenges such as lighting variations and occlusion, 

which can complicate data classification. Semi-supervised learning, using a limited amount of labeled facial 

data, offers a solution by enhancing face classification accuracy while reducing manual labeling efforts. 

The Label Propagation Algorithm (LPA) is a commonly used semi-supervised algorithm that employs 

Radial Basis Function (RBF) to measure similarities between data nodes. However, RBF struggles to 

capture complex nonlinear relationships in facial data. To address this, an improved LPA is proposed that 

integrates Shared Nearest Neighbor (SNN) to enhance the correlation measurement between facial data 

and RBF. Three known datasets were considered: FERET, Yale, and ORL. The experiments showed that 

in the case of insufficient label samples, the accuracy reached 89.76%, 92.46%, and 81.48%, respectively. 

The proposed LPA enhances clustering robustness by introducing 128 dimensional facial features and 

more complex similarity measurement. The parameter of similarity measurement can be adjusted based 

on the characteristics of different datasets to achieve better clustering results. The improved LPA achieved 

better performance and face clustering effectiveness by enhancing robustness and adaptability. 

Keywords-machine learning; label propagation algorithm; k-means; pairwise constraints; shared nearest 

neighbor 
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I. INTRODUCTION  

The development of machine learning technology has 
greatly improved the performance of facial recognition models 
[1], but in the face of complex real-world scenarios, large-scale 
annotated data remains one of the main factors determining its 
performance limit [2]. Machine learning methods can be 
divided into three categories: unsupervised, supervised, and 
semi-supervised learning, based on whether the method uses 
label information. Collecting a large amount of labeled data is 
challenging in practical applications, which is why semi-
supervised learning methods have gained significant attention 
[3, 4]. Semi-supervised learning makes full use of both labeled 
and unlabeled samples and incorporates both training data and 
test data during the training process [5, 6]. Therefore, it can use 
more information, such as the distribution characteristics of 
data. Semi-supervised Learning can achieve better learning 
results when the total data volume is large and the number of 
label data is relatively small [7, 8]. Therefore, it has received 
widespread attention. Semi-supervised classification methods 
can utilize a large amount of unlabeled data to guide 
classification [9], reducing data annotation while improving 
classification performance [10]. The Label Propagation 
Algorithm (LPA) performs semi-supervised classification by 
transferring labels based on similarities between the labeled 
and the unlabeled data [11]. The labels are assigned to 
unlabeled data based on category probability. Semi-supervised 
learning methods can be divided into five categories: 
production model, self-training, collaborative training, 
maximum separation, and graph-based. Among them, graph-
based methods now consist one of the most concerned research 
directions in machine learning research due to their fast 
computing speed and high accuracy [12]. Graph-based semi-
supervised learning mainly focuses on the construction of 
graphs [13], so building a high-quality graph is a key issue. 

Shared Nearest Neighbor (SNN) algorithm is an improved 
version of the k-Nearest Neighbor (kNN) algorithm [14]. The 
SNN idea is to first construct a similarity matrix, then sparsely 
process the nearest k neighbors [15], and use this to construct a 
nearest neighbor graph, so that only samples with strong 
connections have links [16]. Then, the link strength of all 
sample points is calculated, and stronger sample points are 
more likely to be clustered into one class [17]. The advantage 
of SNN algorithm is that it can be applied to datasets with 
different densities and shapes, and can deal with data sets with 
large density differences [18]. 

Face clustering is a complex task because faces can exhibit 
significant changes under different conditions [19]. In different 
poses, occlusion, and lighting conditions, the facial features of 
the same person may appear completely different, making 
recognition and clustering more difficult [20]. Due to 
significant changes in posture, occlusion, lighting, and number 
of instances, face clusters exhibit significant differences in size, 
shape, and density [21]. Graph-based semi-supervised learning 
only considers the relationship between samples and adjacent 
samples when constructing the connection graph of the global 
structure [22], ignoring the possible imbalance problem of each 
category of samples. Based on the above, this paper proposes a 
face recognition label propagation algorithm based on the SNN 

similarity matrix. This algorithm considers the distribution 
environment of face data, and improves the performance of the 
original algorithm in processing face data sets of different 
sizes, shapes and densities. 

II. METHOD 

This section explains the basic working principles of SNN 
and LPA. When facing face clustering tasks, after analyzing the 
shortcomings of LPA, an improved version of the LPA 
algorithm by combining SNN and Radial Basis Function (RBF) 
is proposed. The workflow is described in Figure 1, which 
shows the flowchart of the LPA and experimental method 
applied. At the beginning, LPA, pairwise constraints, similarity 
matrix, and SNN are introduced. Then, the existing issues of 
LPA are analyzed. To overcome the LPA shortcomings, the 
LPA based on Shared Nearest Neighbor Similarity Matrix 
(LPASNNSM) is proposed. Accuracy is selected as the 
evaluation indicator. Finally, the performance of the algorithm 
was experimentally verified on one artificial dataset and three 
public face datasets. 

 

 
Fig. 1.  Research flow. 

A. Label Propagation Algorithm 

The process of LPA can be described as follows: 

 Input:  

Labeled sample sets: 

N
mml RyxyxyxD  )},(),...,,(),,{( 2211  

Unlabeled sample sets: 

N
nu RxxxD  },...,{ 21 .  

Sample sets: },...,2,1{ cL   

Loop variable 0i , initialize 0)( i
uy . 

 Output: 
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Labeled sample sets N
nl RxxxD  },...,{ 21

' . 

 Steps 

1. LPA is based on graphs, so it is necessary to first build a 
graph for all the data, where the node of the graph is a data 
point that contains labeled and unlabeled data. The edges 
of nodes i and j represent their similarity. There are 
generally two composition methods for LPA, one is the 
kNN composition and the other is the RBF composition 
[25]. The kNN composition only retains the k-nearest 
neighbor weight of each node, while the others are 0, 
which means there are no edges. When composing RBF, 
the similarity matrix is calculated by: 

ji
xx

w
ji

ij 
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2

||||
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  (1) 

where ijw  represents the weight value of each point in the 

correlation matrix,   is the composition parameter, determined 
according to the specific algorithm, and sample xi belongs to 
the set of k nearest neighbor samples of sample xj. 

2. Calculate the transition probability matrix based on the 
known W: 
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where ijP
 
represents the transition probability from node i  to 

node j . 

3. Calculate and update the probability distribution: 
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4. Repeat steps 2 and 3 until F converges. 

5. Determine the category of unlabeled samples: 

niFy im
cm

i 


1,maxarg   (4) 

Fim represents the probability of data category m in sample 

ix , while replacing the original '
uD  with the newly generated 

lD . 

B. Shared Nearest Neighbor 

Most traditional methods directly use distance to define 
similarity, such as the closer the distance between two objects, 
the higher the similarity between them [26]. By using deep 
learning to extract features from facial images, high-
dimensional facial data can be obtained [27]. However, 
traditional similarity in high-dimensional space cannot 
accurately measure the similarity between two points. In 
response to the above issues, it can be addressed by the indirect 

method of similarity SNN. The principle is that if the direct 
similarity measure between two points cannot reflect their 
similarity, the two points are still similar. The following 
explanation can be made for SNN: 

ix  and jx  are any two points in the sample set 

},...,,{ 21 nxxx . If two points belong in the k-nearest neighbor 

region of each other, then the two points are similar, and the 
number of shared nearest neighbor points is the similarity of 
the two points. Similarity is defined as follows: 

])[][(),( jiji xnnxnnsizexxSimilarity   (5) 

where ][ ixnn  and ][ jxnn  are the nearest k-nearest neighbor 

lists of ix  and jx , with size(A) representing the size of set A 

and <V, E> represents the SNN graph  u, v Ω. There is a 
connection between u and v only if ][vnnu  and ][unnv . 
The connection strength is calculated by (5). 

The density of point ix
 
is the number of points in the k-

nearest neighbor list that are similar to ix : 

))),(()( nxxSimilaritycountxDensity jii   (6) 

In the k-nearest neighbor list of jx , n is the threshold for 

determining whether ix  and jx  are similar. The threshold is 

the condition for two points to be similar, that they share n or 
more than n nearest neighbors. 

Figure 2 shows the SNN similarity between two black 
nodes. Calculate the 8 closest neighbors of the two black nodes, 
and the four gray nodes in the figure are the nearest neighbors 
shared by two black nodes. So the SNN similarity between 
these two black nodes is 4. 

 

 
Fig. 2.  SNN similarity between two nodes. 

C. Label Propagation Algorithm based on Shared Nearest 
Neighbor Similarity Matrix 

LPA is a graph based semi-supervised learning method. Its 
basic idea is to use the label information of labeled nodes to 
predict the label information of unlabeled nodes. The 
relationship between samples is used to establish a complete 
graph model. In a complete graph, nodes include labeled and 
unlabeled data, and their edges represent the similarity of two 
nodes. The labels of nodes are transferred to other nodes 
according to the similarity. Label data are like a source that can 
label unlabeled data. The greater the similarity of nodes, the 
easier it is for labels to propagate. Although LPA is simple and 
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easy to implement and has good classification effect, its 
accuracy is not high when processing face data with large 
differences in shape and density. In order to improve the 
accuracy of LPA calculation when processing face image data, 
this paper proposes LPASNNSM, which is described below: 

 Input: Labeled sample sets lD and unlabeled sample sets 

uD . Sample sets },...,2,1{ cL  , loop variable 0i , 

initialize 0)( i
uy . 

 Output: Labeled sample sets '
lD . 

 Steps: 

1. Calculate the SNN similarity by: 

)][][(),( jiji xnnxnnsizexxSNN   (7) 

where ),( ji xxSNN  represents the number of neighbors 

shared by sample points ix  and jx  in the k-neighborhood, 

][ ixnn  and ][ jxnn  are the nearest k-nearest neighbor lists of 

ix  and jx , with size(L) representing the size of set L. 

2. Combining SNN similarity, calculate the incidence matrix 
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where ijw
 
represents the weight value of each point in the 

correlation matrix that combines SNN similarity, ε  is the 
composition parameter, determined according to the specific 

algorithm, and sample jx  belongs to the set of k nearest 

neighbor samples of sample ix . 

3. Calculate the transition probability matrix Pij based on the 
known W according to (2). 

4. Calculate and update the probability distribution Fij 
according to (3). 

5. Repeat steps 3 and 4 until F converges. 

6. Determine the category of unlabeled samples according to 
(4). 

III. EXPERIMENT INDICATOR AND DATASETS 

The experimental environment was an 11th Gen Intel (R) 
Core (TM) i5-11400H @ 2.70GHz, the memory was 24 GB 
DDR4 3200 Hz, and the programming environment was 
Python 3.8.0. The test was conducted on Windows 10 
operating system.  

To compare and analyze clustering results, the accuracy 
index was used. Accuracy is widely used to evaluate the 

performance of label propagation algorithms. The accuracy 
calculation equation is: 





c

i
ii PT
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1

1
∩    (9) 

where },...,,{ 21 ni TTTT 
 
indicates that the original n data 

contain true c categories, and },...,,{ 21 ni PPPP   indicates c 

prediction categories of the n data after label propagation. iT
 

represents the number of points included in the ith category. iP
 

represents the data points contained in the ith category after 

label propagation, and || iP  represents the number of points 

contained in the set P . The accuracy index value is 0-1, and 
the larger the value is, the better the label propagation effect. 

In this work, Dlib [28] was used to extract 128 dimensional 
face features. Dlib provides a pre-trained Convolutional Neural 
Network (CNN) model that can detect 68 key points on the 
face [29], covering different parts of the face such as eyes, 
eyebrows, nose, and mouth. Through the pre-trained face 
recognition models, Dlib can map facial images with 68 key 
points to a 128 dimensional feature vector. This 128 
dimensional feature vector has good representational ability 
and can be used for tasks such as face recognition and face 
clustering.  

To validate the proposed algorithm, one artificial dataset 
and three public face datasets were selected for this experiment. 
The experiment was conducted on one artificial dataset and 
three face datasets. The artificial dataset is generated from the 
make_circles package in the open-source machine learning 
library Scikit-learn [30]. The ORL face dataset can be accessed 
from the UCI Machine Learning Repository [31]. The Yale 
face dataset is available from Yale University's official website 
[32]. The FERET face dataset can be obtained from the 
National Institute of Standards and Technology (NIST) [33]. 
The artificial dataset consists of 1600 samples, with two 
concentric circles in the shape. Each circle represents a class. 
The ORL face dataset contains 4000 photos of 40 people. Each 
person has 10 photos, including face expressions, minor 
posture changes, and scale changes within 20%. The Yale face 
dataset contains 165 photos of 15 people, with 11 photos per 
person, mainly including changes in lighting conditions, face 
expressions, etc. The FERET face dataset contains 1400 images 
of 200 people. Each person has 7 pictures, including different 
postures, lighting conditions, etc. The datasets parameters are 
shown in Table I. 

TABLE I.  DATASET PARAMETERS 

Datasets Instances Classes Features 

Circles 1600 2 2 
Yale 165 15 128 
ORL 4000 40 128 

FERET 1400 200 128 
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IV. RESULTS AND DISCUSSION 

Since RBF methods struggle to accurately capture complex 
nonlinear relationships in facial data, this paper introduces 
LPASNNSM to address this challenge. To verify the 
performance of LPASNNSM, the proposed article considered 
four datasets. Experiments were conducted on each dataset 
using kNN, RBF, and SNN to calculate similarity matrices. 
Kernel kNN indicates that the LPA uses kNN to calculate the 
similarity matrix. Kernel RBF represents calculating the 
similarity matrix according to (1). Kernel SNN represents 
calculating the similarity matrix according to (7). The kernel 
proposed in this paper computes the similarity matrix as 
detailed in (8). 

Table II shows the experimental results on the Circles 
dataset. According to (1) and (8), the vale ofε of RBF and the 
proposed scheme was set to 0.2. After multiple experiments, 
setting δ of the proposed scheme to 0.1 achieved good results. 
In 10 iterations, the accuracy of kNN is 2.13% lower than that 
of RBF and the proposed method. SNN tends to converge after 
10 iterations and kNN after 50, with an accuracy of nearly 
67.77% remaining unchanged. After 100 iterations, the 
accuracy of the proposed model is about 1.5% to 4% higher 
than that of RBF. When the iteration number reached 162 
rounds, the accuracy of the proposed method reached 100%, 
while the accuracy of kNN and RBF were 67.77% and 95.36%, 
respectively. Figure 3 shows the iterative process of running 
LPA on the Circle dataset through a two-dimensional diagram. 
Circles consist of a red circle and a blue circle. The red circle 
belongs to one category, while the blue circle belongs to 
another. At the beginning, only one red node and one blue node 
are marked. The colors of all nodes are accurately classified 
with the LPA algorithm. 

TABLE II.  CIRCLE DATASET EXPERIMENTAL RESULTS 

Kernel Iter10 Iter50 Iter100 Iter150 Iter162 

kNN 53.94% 66.39% 67.77% 67.77% 67.77% 
RBF 56.07% 82.16% 88.61% 93.55% 95.36% 
SNN 50.00% 50.00% 50.00% 50.00% 50.00% 

Proposed 56.07% 82.35% 90.17% 97.43% 100% 
 

 
Fig. 3.  Iteration process of running LPA on the Circle dataset. 

Table III shows the experimental results on the FERET 
dataset. The ε of RBF and the proposed model was set to 
0.06. After multiple experiments, setting δ of the proposed 
scheme to 0.6 achieved good results. In 100 iterations, the 
accuracy of kNN is 77.68%, which is lower than that of RBF 

and the proposed with accuracy of 87.83%, whereas kNN 
converged. After 200 rounds, the accuracy of the proposed 
model begins to improve compared to RBF. After 500 rounds, 
the proposed model converged with an accuracy of around 
89.76%, while the accuracy of RBF was 89.51%. 

TABLE III.  FERET DATASET EXPERIMENTAL RESULTS 

Kernel Iter100 Iter200 Iter300 Iter400 Iter500 

kNN 77.68% 77.68% 77.68% 77.68% 77.68% 
RBF 87.83% 88.42% 88.75% 89.34% 89.51% 
SNN 0.5% 0.5% 0.5% 0.5% 0.5% 

Proposed 87.83% 88.50% 89.26% 89.68% 89.76% 
 

Table IV shows the experimental results on the Yale 
dataset. The ε of RBF and the proposed model was set to 
0.07. After multiple experiments, setting δ of the proposed 
scheme to 0.2 achieved good results. In 100 iterations, the 
accuracy of kNN was 73.97%, lower than that of RBF and 
proposed, whereas it has converged. RBF converged after 300 
iterations. After 500 iterations, the proposed model converged 
with an accuracy of around 92.46%, while the accuracy of RBF 
was 88.35%. 

TABLE IV.  YALE DATASET EXPERIMENTAL RESULTS 

Kernel Iter100 Iter200 Iter300 Iter400 Iter500 

kNN 73.97% 73.97% 73.97% 73.97% 73.97% 
RBF 87.67% 87.67% 88.35% 88.35% 88.35% 
SNN 6.12% 6.12% 6.12% 6.12% 6.12% 

Proposed 88.35% 89.04% 91.09% 91.78% 92.46% 
 

Table V shows the experimental results on the ORL dataset. 
The ε of RBF and SNN was set to 0.06 and the δ of the 
proposed model was set to 0.2. In 30 iterations, the accuracy of 
kNN was 65.81% lower than that of RBF and the proposed 
model, and it has converged. RBF converged after 100 rounds. 
The proposed model converged after 150 rounds with an 
accuracy of around 81.48%, while the accuracy of RBF was 
79.20%. 

TABLE V.  ORL DATASET EXPERIMENT RESULTS 

Kernel Iter100 Iter200 Iter300 Iter400 Iter500 

kNN 65.81% 65.81% 65.81% 65.81% 65.81% 
RBF 77.20% 78.06% 79.20% 79.20% 79.20% 
SNN 2.56% 2.56% 2.56% 2.56% 2.56% 

Proposed 78.63% 79.20% 80.62% 80.91% 81.48% 
 

The experimental results from different datasets offer a 
comprehensive view of the performance of kNN, RBF, SNN 
and the proposed algorithm. For Circles dataset, the proposed 
method excels in capturing complex patterns, achieving perfect 
accuracy which indicates it handles nonlinear relationships 
effectively. On the ORL dataset, the proposed method again 
demonstrates superior performance compared to kNN, RBF, 
and SNN especially after a higher number of iterations. On the 
FERET dataset, the proposed method provides slightly better 
accuracy than RBF, indicating its effectiveness. However, both 
methods perform similarly, with the proposed method 
achieving marginally better results. On the Yale dataset, the 
proposed method outperforms kNN, RBF, and SNN, achieving 
a higher accuracy, which suggests its robustness in handling 
different types of data. Overall, the proposed method 
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consistently outperforms kNN and SNN and often surpasses 
RBF, particularly in more complex datasets and after a 
sufficient number of iterations. The proposed method generally 
converges to better accuracy levels compared to kNN, RBF, 
and SNN, which indicates it is better suited for datasets with 
intricate structures. 

V. CONCLUSION 

It is difficult for LPA to use RBF to capture accurate 
relationships between complex nonlinear face data. To address 
this issue, this article proposes semi-supervised LPA learning 
based on SNN. The algorithm introduces the concept of shared 
nearest neighbors between face samples, further enhancing the 
similarity between data based on RBF operation results. The 
final face dataset experiments verified the feasibility and higher 
classification accuracy of the algorithm proposed in this paper. 
The proposed LPA enhances clustering robustness by 
introducing 128 dimensional facial features and more complex 
similarity measurement. The parameter of similarity 
measurement can be adjusted based on the characteristics of 
different datasets to achieve better clustering results. Overall, 
the improved LPA can enhance the performance and 
effectiveness of face clustering by enhancing robustness and 
adaptability. 

Although the algorithm in this article inherits the 
advantages of semi-supervised learning and improves the 
accuracy of facial image classification, due to the need to 
additionally strengthen the similarity between data, the 
computer memory demands are large, and the processing of 
higher dimensional face dataset is slow. These issues need to 
be further addressed in future research. 
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