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ABSTRACT 

Named Entity Recognition (NER) is considered an important subtask in information extraction that aims 

to identify Named Entities (NM) within a given text and classify them into predefined categories (e.g., 

person, location, organization, and miscellaneous). The use of an appropriate annotation scheme is crucial 

to label multi-word NEs and enhance recognition performance. This study investigates the effects of using 

different annotation schemes on NER systems for the Arabic language. The impact of seven annotation 

schemes, namely IO, IOB, IOE, IOBE, IOBS, IOES, and IOBES, on Arabic NER is examined by applying 

conditional random fields, multinomial Naive Bayes, and support vector machine classifiers. The 

experimental results reveal the importance of selecting an optimal annotation scheme and show that 

annotating NEs based on the simple IO scheme yields a higher performance in terms of precision, recall, 

and F-measure compared to the other schemes. 

Keywords-information extraction; named entity recognition; machine learning; conditional random fields; 

support vector machines   

I. INTRODUCTION  

The concept of Named Entity (NE) involves the recognition 
of person names, organization names, geographic location 
names, time, currency, and percentage expressions within 
structured and unstructured text using SGML markup [1]. NE 
Recognition (NER) has emerged as one of the most important 
subtasks in information extraction, aiming to identify and 
classify every NE in a document into predefined categories, 
e.g., person, location, organization, and miscellaneous [2]. 
Various Natural Language Processing (NLP) applications rely 
on NER as a crucial preprocessing phase to enhance their 
overall performance, such as Information Retrieval (IR) [3], 
Machine Translation (MT) [4], Question Answering (QA) [5], 
and Search Results Clustering (SRC) [6].  

Many studies have investigated NER for many different 
languages, including Arabic. Arabic is a Semitic language 
spoken by more than 360 million people in more than 30 
countries [7]. It is a highly inflected language with rich 
morphology and complex syntax. Moreover, Arabic has some 
peculiarities that make it a highly challenging language to deal 
with in the context of NER [8]: 

 Lack of capitalization 

 Agglutination process in which an Arabic word may 
combine one or more prefixes, a stem or root, and one or 
more suffixes in different ways. 

 Optional short vowels or diacritics included in Arabic may 
change the phonetic representation and give different 
meanings to the same lexical form. 

 The ambiguity between NE types results in tagging the 
same word as one or more NE types. 

 The absence of uniformity in writing styles leads to many 
variants of the same word that are spelled differently. 

 Spelling mistakes include typographic errors made by 
Arabic writers about certain characters. 

 Lack of free and publicly available Arabic linguistic 
resources to evaluate proposed Arabic NER (ANER) 
systems. 

Three major approaches are used to perform ANER, 
including a handcrafted rule-based approach, a statistical 
Machine Learning (ML) based approach, and a hybrid 
approach. The rule-based approach [9, 10] is based on manual-
crafted local grammatical rules written by expert linguists, so 
any adjustment required for rule-based NER systems is labor-
intensive and time-consuming [8]. The ML-based approach 
[11, 12] depends on different learning algorithms, e.g., Hidden 
Markov Models (HMM), Decision Trees (DT), Maximum 
Entropy Models (ME), Support Vector Machines (SVM), and 
Conditional Random Fields (CRF) [13], that use feature sets 
obtained from annotated texts with NEs to build statistical 
models for NER systems. Therefore, solid linguistic knowledge 
is not required to develop ML-based NER systems that are 
adaptable and easily maintained with insignificant effort and 
minimum time given sufficient large tagged datasets. The 
hybrid approach [14] combines the previous two by providing 
the rule-based output as a feature used by the ML classifier. 
This integration aims to improve the overall performance of 
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NER systems and overcome the limitations of each approach 
when processed individually. 

Therefore, the need for a large amount of annotated data is 
a prerequisite for training and testing NER models. 
Furthermore, since many NEs consist of multiple words, it is 
not feasible to annotate subsequent entities with the same type 
[15]. To this end, several annotation schemes have been 
proposed for labeling multi-word NEs in an attempt to increase 
recognition performance. However, few studies have focused 
on analyzing the effects of using different annotation schemes 
on NER systems for a variety of languages, especially Arabic. 
To address this shortcoming, this study aimed to investigate the 
impact of using various annotation schemes on the 
performance of ANER, as choosing the optimal annotation 
scheme is not straightforward [15]. Thus, the following 
annotation schemes were examined: 

 IO: This simple scheme uses only two tags, namely the 
same Inside (I) tag for all words in the NE and the Outside 
(O) tag for words that are not part of the NE. The weakness 
of this scheme is its inability to recognize subsequent 
entities of the same type. 

 IOB: In this scheme [16], each word in the text is assigned 
to a certain tag, whether it is the Beginning (B), the I, or the 
O of the NE. This scheme is capable of differentiating 
between consecutive entities and has good support in the 
literature. 

 IOE: This scheme is similar to IOB but it replaces the B tag 
with the E tag to indicate the end of the NE. 

 IOBE: This is a variation of the IOB scheme that 
additionally distinguishes the last word of multi-word NEs 
with the E tag to have more information concerning the 
entity boundaries. 

 IOBS: This scheme labels the entities as IOB, with the 
addition of the Single (S) tag to identify NEs including only 
a single word. 

 IOES: An extension to the IOE scheme that adds the S tag 
for single-word NEs. 

 IOBES: A further extension to the IOB scheme that consists 
of five tags, namely B, I, and E for multiword NEs, S for 
one-word NEs, and O for non-entity words. 

II. RELATED WORKS 

The primitive simplest annotation scheme applied to the 
NER task is the IO [17]. However, this scheme is unable to 
represent correctly multi-word NEs, as it cannot recognize 
subsequent entities of the same type. In [2], the IOB tagging 
scheme was adopted to annotate the corpus, and since then it 
has become the most widely used format in NER systems. 
However, some studies compared and analyzed the impact of 
different annotation schemes on the performance of NER 
systems for multiple languages, in particular Arabic. 

In [18], the design challenges encountered when developing 
an efficient and robust NER system were studied, such as 
issues related to text chunk representations and how to use 

external knowledge resources in NER. Some interesting 
findings were reported, particularly the considerable impact of 
choosing an appropriate tagging scheme on the system 
performance and the fact that the BILOU format (same as 
IOBES but using the L tag instead of the E tag and the U tag 
rather than the S tag) significantly outperforms the most 
commonly used BIO scheme on CoNLL-2003 and MUC7 
datasets. The NER task has also been adopted in the biomedical 
domain to identify entities such as genes, chemical compounds, 
viruses, diseases, and drugs mentioned in biomedical text. In 
[19], the performance of biomedical NER was explored using 
CRF and SVM classifiers with different annotation schemes, 
notably IO, IOB1, IOB2, IOE1, IOE2, IOBE, and IOBES. The 
adopted approach was evaluated on the i2b2/VA 2010 
challenge dataset and the JNLPBA 2004 shared task dataset. 
Simulation results showed that CRF performed better than 
SVM and that the IO format with only two tags gives the best 
performance, whereas the IOBE and IOBES schemes resulted 
in low performance, leading to the conclusion that the number 
of tags used in the annotation scheme affects the performance 
of BioNER. 

Although many studies analyzed the effects of annotation 
schemes on NER in English, other languages also received 
attention on this topic. In [15], the impact of multiple segment 
representations on NER was examined, in particular IO, IOU 
(same as IOBES but adds the U tag for unit-word entities), 
BIO-1 (or IOB1), BIO-2 (or IOB2), BIOU (similar to IOBS), 
IEO-1 (or IOE1), IEO-2 (or IOE2), IEOU (same format as 
IOES), BIEO (similar to IOBE) and BILOU. Experimental 
tests were applied in the corpora of four different languages, 
including English, Spanish, Dutch, and Czech, using CRF and 
ME. The corpora for English, Spanish, and Dutch were 
collected from the CoNLL-2002 and CoNLL-2003 shared 
tasks, while the CoNLL format version of Czech Named Entity 
Corpus 1.1 was used for Czech. Based on the findings, BILOU 
performed the worst in English when using CRF, and IOE-1 
and IOE-2 were the most promising representations, as they 
performed the best in almost all languages and methods. This 
study concluded that choosing the optimal tagging scheme is 
not straightforward, since it depends on the language, the 
approach adopted, and the feature set used. For NER in 
Russian, the impact of IO and BIO labeling formats on two 
open Russian text collections was explored in [20], using the 
CRF method. Experimental results showed that the BIO 
scheme had a more significant contribution in recognizing NEs 
and outperformed the IO scheme based on F-measure values. 
This highlights the weaknesses of the IO format in recognizing 
subsequent entities of the same type and the importance of the 
BIO format for representing entities in languages such as 
Russian, where NEs are usually located beside each other. In 
[21], the effects of BILOU and IO representation schemes on 
increasing the learning performance of a Portuguese NER 
system were explored. Different experiments were carried out 
on the HAREM corpus using CRF, and the IO scheme 
achieved better F-measure values compared to BILOU for all 
categories. Accordingly, it is worth noting that adopting a 
simple or a complex annotation scheme for NER can increase 
or decrease its performance depending on the structure of each 
language. 
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Regarding the Arabic language, to our knowledge, the only 
research effort that analyzed the impact of various annotation 
schemes on NER was proposed in [22]. This study investigated 
the effects of using IO, IOB, IOE, IOBES, BI, IE, and BIES on 
the performance of biomedical NER for Arabic. Several 
experiments were carried out on a dataset extracted from 27 
Arabic medical articles applying five different classifiers, 
namely AdaBoost, DT, K-nearest neighbors, Random Forest 
(RF), and Gradient Boost (GB), to recognize only a single class 
of entities (disease names). The results showed that the IO 
scheme achieved the highest F-score and outperformed the 
other annotation schemes in terms of cost and running time, as 
it requires few tags. However, since the IO scheme cannot 
recognize consecutive entities, the performance of more 
complex schemes (IOB, IOE, IOBES, BI, IE, and BIES) was 
explored in the case of adjacent entities. The results showed 
that the BI scheme with the RF classifier and the IOE scheme 
with the GB classifier correctly predicted 62.5% of the 
consecutive entities, while the results of other schemes ranged 
between 12.5% and 50%, concluding that these annotation 
schemes have promising potential in recognizing consecutive 
entities. Moreover, the importance of choosing first the 
appropriate classifier for NER and then selecting the suitable 
annotation scheme was highlighted, as it affects the classifier 
performance. 

This study investigates the impact of applying multiple 
annotation schemes in Arabic NER. The proposed approach 
differs from [22] in many aspects. First, this study introduces 
other annotation schemes, i.e., IOBE, IOBS, and IOES, to 
examine their effects on a standard NER corpus extracted from 
newspaper articles rather than biomedical datasets, which have 
different properties. This method also extracts several 
additional features for each word in the corpus to train the 
CRF, Multinomial Naive Bayes (MNB), and SVM classifiers, 
which were not explored in [22]. Finally, the proposed ANER 
system aims to recognize various classes of NEs, namely 
Person, Location, Organization, and Miscellaneous. 

III. METHOD 

The proposed system consists of three main phases, as 
shown in Figure 1. In the first phase, data annotation is carried 
out to convert the IOB format applied on the original corpus to 
the rest of the tagging formats, notably IO, IOE, IOBE, IOBS, 
IOES, and IOBES. The second phase involves the extraction of 
NER features related to each word in the text including context 
words, word length, POS information, and morphological 
features. Finally, in the third phase, the extracted features are 
fed into the CRF, MNB, and SVM classifiers to identify Arabic 
NEs. 

A. Data Annotation 

The ANERcorp dataset [23] was used following the 
CONLL-2002 task formulation. ANERcorp classifies NEs into 
the same four classes defined in the CoNLL-2002, namely 
Person, Location, Organization, and Miscellaneous. The corpus 
follows the IOB annotation scheme to assign every word in the 
text to a specific tag (B, I, or O). Consequently, ANERcorp 
contains the words of the text along with their corresponding 
label that indicates both boundary tags along with the NE class 

that can be one of the following: B-PERS, I-PERS, B-LOC, I-
LOC, B-ORG, I-ORG, B-MISC, I-MISC, or O. 

Concerning the different annotation schemes adopted, 
Python scripts were developed to convert the IOB format to 
other new formats, namely IO, IOE, IOBE, IOBS, IOES, and 
IOBES. This results in several datasets generated from the 
original ANERcorp, each corresponding to a certain annotation 
scheme. Table I provides an example of tagging a text fragment 
with each annotation scheme. Table II presents the number of 
annotation labels in each dataset, calculated given the number 
of tags per annotation scheme and the number of NE 
categories. 

B. NER Features 

NER features are characteristic word attributes designed for 
algorithmic consumption. The feature vectors are fed to the 
NER classifier as input data, representing each word to be 
categorized by one or more Boolean or binary, numerical, and 
nominal values [20]. In this study, the following features were 
applied for NER: 

 Context words: These are preceding and succeeding words 
related to the current NE within a context window, i.e., the 
window size is chosen to be ±1. This feature is used under 
the observation that the surrounding words carry effective 
information to identify NEs. 

 Word prefix and suffix: The extraction of word prefixes and 
suffixes, if existing, can be a good sign to capture NE 
presence, as most ANEs have no prefix or suffix [39]. Here, 
it is generated by Tashaphyne [24], which is an Arabic light 
stemmer and segmentator. 

 Word length: This is a binary feature used to check if the 
length of the current word is greater than a predefined 
threshold, which is set to 3 characters. This is based on the 
fact that very short words are rarely NEs. 

 Part Of Speech (POS) information: This feature identifies 
the POS category, e.g., noun, verb, adjective, preposition, 
etc., of the current word and its surrounding words, i.e., one 
previous and one after. The MADAMIRA tool [25] is 
employed to generate POS information, which is used for 
morphological analysis and disambiguation in Arabic. 

 Morphological features: This is a set of morphological 
information generated by MADAMIRA, based on 
exploiting the rich morphological features in Arabic. 

 Corresponding English Capitalization: This is a binary 
feature that checks the capitalization of the English 
translation corresponding to the current Arabic word. It is 
used to compensate for the missing capitalization feature in 
Arabic, based on the English gloss generated by 
MADAMIRA. If the translated word begins with a capital 
letter, it is most likely a NE [8]. 

 Gazetteers: This is a set of binary features that indicate 
whether the word exists within each of the various 
gazetteers (predefined lists of typed NEs). This approach 
uses ANERGaz [23], which consists of three gazetteers: 
complete names of people, locations (names of continents, 
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countries, cities, etc.), and organizations (names of 
companies, football teams, and other organizations). 

 Contains Digit: This is a binary feature to examine whether 
the word contains any digits (0-9). It helps to recognize 
miscellaneous NEs such as time expressions, measurement 
expressions, and numerical numbers [26]. 

 Character n-grams: This is a set of features consisting of the 
current leading and trailing character unigrams, bigrams, 

trigrams, and quadrigrams. These character n-gram features 
implicitly capture valuable morphological and orthographic 
clues that indicate the presence or absence of NEs [27]. 

 Stop Words: This binary feature checks whether the word is 
in the stop words list. Stop words are common words that 
cannot be part of NEs. The list of stop words was collected 
based on [28], consisting of 1383 words including 
prepositions, pronouns, conditional pronouns, verbal 
pronouns, and adverbs.  

 

 

Fig. 1.  ANER system architecture. 

TABLE I.  ANNOTATION OF A FRAGMENT TEXT WITH VARIOUS SCHEMES 

Word IO IOB IOE IOBE IOBS IOES IOBES 

… … … … … … … … 

 O O O O O O O عبر

 O O O O O O O فضائية

 I-ORG B-ORG E-ORG B-ORG S-ORG S-ORG S-ORG الجزيرة

 O O O O O O O أكد

 O O O O O O O السيد

 I-PERS B-PERS I-PERS B-PERS B-PERS I-PERS B-PERS حسن

 I-PERS I-PERS I-PERS I-PERS I-PERS I-PERS I-PERS نصر

 I-PERS I-PERS E-PERS E-PERS I-PERS E-PERS E-PERS الله

 O O O O O O O الأمين

 O O O O O O O العام

 

TABLE II.  NUMBER OF ANNOTATION LABELS PER 
DATASET 

Dataset Number of annotation labels 

IO dataset 5 

IOB dataset 9 

IOE dataset 9 

IOBE dataset 13 

IOBS dataset 13 

IOES dataset 13 

IOBES dataset 17 

 

C. Classification 

This approach used the supervised ML algorithms CRF, 
MNB, and SVM to identify Arabic NEs, since the NER task 
can be regarded as a sequence labeling problem to assign a 
specific label to each word in a given input sequence. 

1) Conditional Random Fields (CRF) 

CRF [40] are discriminative probabilistic models that are 
well suited for segmenting and labeling sequence data. They 
have been applied successfully for several NLP tasks, 
particularly NER [29]. They are a type of conditionally trained 
undirected graphical models whose output nodes represent the 
label sequence, while the input nodes correspond to the data 
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sequence. Therefore, CRF aims to find a � that maximizes the 
conditional probability �(�|�)  of a label sequence � =
��, . . . , ��  given an input sequence � = ��, . . . , ��  as 

�(�|�) = �
�()  ��� (∑ ∑ ��

�
���

�
��� ��(����, �� , �, �)) (1) 

where � is the sequence length, � is the number of features, 
��(����, �� , �, �) is a feature function whose value may range 
from -∞ to ∞ but it is often binary, ��  represents a learned 
weight assigned to each feature function �� , and �(�)  is a 
normalization factor expressed as 

�(�) = ∑ ��� 
� �∑ ∑ ��

�
���

�
���  ��(����, �� , �, �)� (2) 

2) MNB (Multinomial Naïve Bayes) 

NB is a probabilistic ML algorithm based on the Bayes 
Theorem with a strong assumption that all the input features are 
independent of each other. This classifier is employed in a wide 
range of classification tasks due to its simplicity and 
effectiveness. MNB [30] is a variant of the NB classifier for 
multinomially distributed data, suitable for classification with 
discrete features, e.g., word counts for text classification. The 
distribution is parametrized by vectors  �  =  ( ��, . . ,  �!) for 

each class �, where " is the number of features and  �#  is the 

probability �(�#|�)  of feature $  appearing in a sample 

belonging to class �. The parameters  �#  are estimated by a 

smoothed version of maximum likelihood, i.e., relative 
frequency counting. 

 % �#  = �&' ( )
�& ( )!     (3) 

where ��# =  ∑ �#  
∈�  is the number of times that feature $ 

appears in a sample of class �  in the training set � , and 

�� =  ∑ ��#  !
#��  is the total count of all features for class �. 

The smoothing prior + ≥ 0 accounts for features not present in 
the learning samples and prevents zero probabilities in further 
computations. 

3) Support Vector Machine (SVM) 

SVMs are universal ML algorithms that nonlinearly map 
the input vector into a high-dimensional feature space using a 
nonlinear transformation. They are based on the inductive 
principle of structural risk minimization, which seeks to control 
model complexity and minimize the upper bound of the 
generalization error [31]. The main characteristics of SVM 
include the use of kernels, the absence of local minima, the 
sparseness of the solution, and the capacity control obtained by 
optimizing the margin [32]. Thus, they are applied successfully 
to both classification [33, 34] and regression [35] problems. 

This study adopted a multi-class SVM classifier to model 
the input-output functional relationship. The one-versus-rest 
approach was used to construct it, involving training a separate 
binary SVM for each class versus all the other classes and then 
selecting the one with the highest score. Based on a given set of 
training data points whose size is . , {(�# , �#)} ($ = 1, . . . . , .), 
where �#  is the $ th

 sample vector and �# ∈ {+1, −1}  is its 
associated class, the goal of SVM is to find a linear separating 
hyperplane with maximal margin (distance of the hyperplane to 
the nearest training samples) defined as: 

< 56, � >  + 86 = 0    (4) 

where <. , . > represents the dot product, 5 is the weight vector 
and 8 is the bias term. Therefore, SVM constructs the optimal 
hyperplane (56, 86)  by providing a unique solution to the 
following quadratic programming problem: 

minimize  
>,?

�
@ ∥ 5@ ∥  

subject to  

�#(< 5, �# >  + 8) ≥ 1   (5) 

IV. EXPERIMENTS AND RESULTS 

Experimental tests were carried out on ANERcorp [23] 
using CRF, MNB, and SVM to examine the impact of different 
annotation schemes on ANER. The ANERcorp is a freely 
available annotated corpus that is manually collected from 
different article types extracted from various newspapers to 
obtain a more generalized corpus. It contains more than 
150,000 tokens, of which 11% are NEs distributed as 39% for 
Person, 30.4% for Location, 20.6% for Organization, and 10% 
for Miscellaneous. It is composed of a training corpus and a 
test corpus, with 125,000 and 25,000 tokens, respectively. 

The metrics used to evaluate the performance of the 
proposed ANER system are the micro-averaged precision, 
recall, and F-measure. Precision refers to the percentage of NEs 
identified by the evaluated system that are correct, recall is the 
percentage of NEs present in the corpus found by the system 
[2], and the F-measure is defined as a harmonic mean between 
precision and recall with equal weights. 

During the training phase, different extracted features are 
used as input to the CRF, MNB, and SVM classifiers to 
recognize ANEs. The sklearn-crfsuite sequence classification 
library [36] was employed to implement the CRF model. The 
scikit-learn Python library [37] was used to implement the 
MNB and SVM models. The CRF, MNB, and SVM models for 
the seven annotation schemes, namely IO, IOB, IOE, IOBE, 
IOBS, IOES, and IOBES, are learned based on the ANERCorp 
training corpus using 10-fold cross-validation (splits the 
original data into 10 folds of approximately equal size - at each 
iteration, one fold is considered as the test set, while the 
remaining nine folds are used as the training set). The L-BFGS 
algorithm [38] is used to train the CRF model with the 
maximum number of iterations set to 100, allowing for all 
possible transition features, while the values of the L1 and L2 
regularization coefficients are set to 0.1. For the MNB model, 
the value of the smoothing hyperparameter α is selected as 1. 
For the SVM model, the linear kernel was chosen, since it is 
the simplest kernel function depending only on the dot products 
of feature vectors, while the maximum number of iterations is 
set to 100. Tables III-V summarize the results of training CRF, 
MNB, and SVM models with 10-fold cross-validation for all 
various annotation schemes. It should be noted that the O tag is 
excluded when calculating the evaluation metrics in order not 
to distort results, since the large majority of ANERcorp tokens 
are tagged as O. The results show that the IO annotation 
scheme outperformed the other schemes for the CRF, MNB, 
and SVM models in terms of precision, recall, and F-measure. 
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TABLE III.  CRF TRAINING RESULTS 

Annotation 

scheme 

Precision 

(%) 

Recall 

(%) 

F-measure 

(%) 

IO 85.38 72.86 78.62 

IOB 82.79 70.79 76.32 

IOE 82.80 70.63 76.23 

IOBE 82.33 69.78 75.54 

IOBS 82.09 69.68 75.38 

IOES 81.75 69.47 75.12 

IOBES 81.31 68.89 74.59 

TABLE IV.  MNB TRAINING RESULTS 

Annotation 

scheme 

Precision 

(%) 

Recall 

(%) 

F-measure 

(%) 

IO 70.83 59.99 64.96 

IOB 66.40 42.88 52.11 

IOE 67.93 44.13 53.50 

IOBE 63.56 39.62 48.82 

IOBS 61.41 32.94 42.88 

IOES 63.46 33.86 44.16 

IOBES 58.39 28.86 38.63 

TABLE V.  SVM TRAINING RESULTS 

Annotation 

scheme 

Precision 

(%) 

Recall 

(%) 

F-measure 

(%) 

IO 78.72 69.89 74.04 

IOB 75.78 67.43 71.36 

IOE 74.75 65.85 70.01 

IOBE 73.83 65.70 69.53 

IOBS 74.43 65.51 69.69 

IOES 74.14 65.06 69.30 

IOBES 73.03 64.76 68.65 

 
In the prediction phase, trained CRF, MNB, and SVM 

models were applied to the ANERcorp test corpus to classify 
unseen ANEs for each annotation scheme. Tables VI-VIII 
present precision, recall, and F-measure values for the different 
experiments. According to the results, learning models based 
on the IO tagging scheme achieved the best performance 
compared to the rest schemes, achieving the highest precision, 
recall, and F-measure scores of 82.05%, 64.43%, and 72.18%, 
respectively, for the CRF based approach, 80.68%, 49.94% and 
61.69%, respectively, for the MNB based approach, and 
82.53%, 64.49% and 72.40%, respectively, for the SVM based 
approach. 

The second promising scheme is IOB, since it achieved the 
closest performance to the IO scheme with a decrease of 1.81% 
for precision, 1.37% for recall, and 1.56% for F-measure when 
using the CRF classifier, a decrease of 6.95% for precision, 
16.3% for recall and 15.49% for F-measure when using the 
MNB classifier, and a decrease of 5.5% for precision, 4.55% 
for recall, and 4.99% for F-measure when using the SVM 
classifier. However, it should be noted that the MNB model 
based on the IOE scheme achieved a percentage increase of 
1.9%, 1.34%, and 1.63% for precision, recall, and F-measure 
compared to the IOB scheme. The worst scheme was IOBES, 
as it resulted in low performance in all evaluation metrics for 
the CRF, MNB, and SVM models. The IOE scheme yielded 
significantly better results in precision, recall, and F-measure 
than IOBE, IOBS, and IOES for CRF, MNB, and SVM 
classifiers. In addition, the results show that the MNB classifier 

performed the worst for all annotation schemes compared to 
the CRF and SVM classifiers. The SVM classifier achieved 
slightly better performance than the CRF classifier for the IO 
annotation scheme, with a percentage increase of 0.48%, 
0.06%, and 0.22% for precision, recall, and F-measure, 
respectively. However, the CRF classifier performed better 
than the SVM classifier for the rest annotation schemes, 
namely IOB, IOE, IOBE, IOBS, IOES, and IOBES. 

TABLE VI.  CRF TEST RESULTS 

Annotation 
scheme 

Precision 
(%) 

Recall 
(%) 

F-measure 
(%) 

IO 82.05 64.43 72.18 

IOB 80.24 63.06 70.62 

IOE 78.68 62.46 69.64 

IOBE 78.66 61.39 68.96 

IOBS 77.26 60.62 67.93 

IOES 76.55 60.68 67.70 

IOBES  74.52 59.76 66.33 

TABLE VII.  MNB TEST RESULTS 

Annotation 

scheme 

Precision 

(%) 

Recall 

(%) 

F-measure 

(%) 

IO 80.86 49.94 61.69 

IOB 73.73 33.64 46.20 

IOE 75.63 34.98 47.83 

IOBE 72.17 31.62 43.97 

IOBS 69.37 26.21 38.04 

IOES 68.84 26.03 37.77 

IOBES 64.98 22.13 33.02 

TABLE VIII.  SVM TEST RESULTS  

Annotation 

scheme 

Precision 

(%) 

Recall 

(%) 

F-measure 

(%) 

IO 82.53 64.49 72.40 

IOB 77.03 59.94 67.41 

IOE 76.64 59.34 66.89 

IOBE 75.77 58.60 66.09 

IOBS 73.64 56.99 64.25 

IOES 72.57 56.19 63.34 

IOBES 71.74 55.50 62.59 

 
These results show that annotating NEs based on the 

simplest IO scheme leads to higher performance of the 
proposed ANER system. This can be explained by the fact that 
IO requires only I and O tags without any specification of 
multi-word NE boundaries, allowing the system to reach a 
maximum number of correctly classified NEs. On the other 
hand, the more complex IOBES scheme that consists of five 
tags, including three tags to distinguish boundaries of NEs with 
multiple words, showed the lowest performance since it 
generates more annotation labels for classification. The 
performance of the ANER system depends on the number of 
tags used in each annotation scheme, as reducing the number of 
tags significantly improves the overall performance. 
Furthermore, according to the experimental results, the 
performance of the ANER system is also affected by the 
selection of an appropriate classifier, as there are significant 
differences between the results of the CRF, MNB, and SVM 
classifiers. As previously shown, some studies came to the 
same conclusion about the high performance of IO when 
exploring the effects of different annotation schemes on NER. 
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However, certain research efforts reported the positive 
contribution of an annotation scheme other than IO to NER 
performance, whereas other studies highlighted the inability of 
IO to recognize subsequent entities of the same type in 
languages such as Russian [20] and Arabic [22]. This leads us 
to conclude that the impact of any annotation scheme on NER 
varies depending on its number of tags, the chosen classifier, 
and the target language structure. 

V. CONCLUSION 

This study investigated the impact of using seven different 
annotation schemes on ANER performance by applying the 
CRF, MNB, and SVM classifiers. According to the 
experimental results in the ANERcorp, annotating NEs based 
on the simplest IO scheme provided the best performance 
compared to other schemes in terms of precision, recall, and F-
measure values. This study shows that choosing an appropriate 
annotation scheme is not straightforward since its effect on the 
NER task varies depending on its number of tags, the chosen 
classifier, and the target language structure. Future work will 
examine the impact of combining multiple annotation scheme 
outputs based on voting strategies on the overall performance 
of the ANER system. 
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