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ABSTRACT 

One of the most common life-threatening diseases, the brain tumor is a condition characterized by the 

rapid proliferation of abnormal cells that leads to the destruction of healthy brain cells. Its aggressive 

nature can result in a patient succumbing to the disease before an accurate diagnosis is achieved. Timely 

detection is crucial to effective treatment and patient survival. Similarly, early detection plays a pivotal 

role in the case of brain tumors, where swift identification is vital to providing optimal care and increasing 

the chances of patient recovery. Streamlining the complex process of brain tumor detection is a significant 

undertaking that aims to simplify and expedite the procedure, ultimately contributing to saving valuable 

time and enhancing patient outcomes. The proposed model, a modified VGG-16, facilitates faster and more 

accurate identification of abnormal brain cells, leading to early detection of brain tumors. A novel 

multihead self-attention mechanism is used in the modified VGG-16 architecture to improve tumor 

detection performance. The proposed model performs better than other state-of-the-art models, such as 

normal VGG-16, ResNet-50, and EfficientNet. 

Keywords-VGG-16; ResNet-50; EfficientNet; modified VGG-16; multi-head self attention mechanism 

I. INTRODUCTION  

Brain tumors represent a devastating and often fatal form of 
cancer that affects individuals across various age groups, 
including both children and adults. This malignancy arises 
from abnormal proliferation of cells within the brain, posing a 
considerable threat to life. Medical professionals commonly 
rely on Magnetic Resonance Imaging (MRI) to examine and 
identify brain tumors. However, the intricate and 
interconnected structure of the brain presents challenges in 
achieving accurate diagnoses. Efficient and early diagnosis, as 
well as the classification of brain tumors into specific 

categories, is of paramount importance [1-3]. Brain tumors fall 
into two primary categories: primary and secondary. Primary 
tumors originate within the brain, while secondary tumors 
result from cells that originate elsewhere in the body [4]. 
Primary brain tumors are classified into benign and malignant. 
Benign tumors exhibit slower growth rates and less aggressive 
infiltration into surrounding tissues compared to malignant 
brain tumors. Malignant tumors, on the other hand, can be 
easily identified due to distinct intensity differences from 
adjacent cells [5-7]. 

Quantitatively predicting tumor progression using patient 
data plays a crucial role in clinical decision-making, 
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particularly during therapy planning and tumor staging. Brain 
tumors present segmentation challenges due to their variable 
shape, exterior, and position [8-9]. Segmentation methods can 
be classified as automatic or semi-automatic, with the latter 
requiring user interaction [10]. Given the inherent noise in MRI 
data, constant filtering is necessary to remove high-frequency 
disturbances before processing [11-13]. Automatic 
segmentation traditionally employs conventional machine 
learning models, often incorporating handcrafted features. In 
recent times, Convolutional Neural Networks (CNNs) have 
gained prominence in brain tumor segmentation, enabling the 
extraction of more sophisticated features from brain images. 
This study aims to advance tumor growth segmentation 
through optimized modeling and the application of Deep 
Learning (DL) algorithms. A modified VGG-16 is used to 
enhance the accuracy and efficiency of the segmentation 
process, contributing to improved results in the field of brain 
tumor prognosis and diagnosis. The contributions of this work 
include the following: 

 The modified VGG-16 model with the integrated multi-
head self-attention mechanism advances the field of brain 
tumor classification. 

 The proposed method shows superior performance 
compared to other state-of-the-art models, including VGG-
16, ResNet-50, and EfficientNet. 

 Experimental analysis to evaluate the proposed approach 
using four distinct metrics reveals promising results in 
terms of accuracy, precision, recall, and F1 score values. 

II. RELATED WORKS 

Previous studies in brain tumor classification 
predominantly employed traditional machine-learning 
algorithms. In [15], feature engineering and handcrafted 
features were used to distinguish between different tumor 
types. However, these approaches often struggle to capture 
complex patterns inherent in medical imaging data. DL 
methods, particularly CNNs, have shown remarkable success in 
medical image analysis, as previous studies demonstrated the 
effectiveness of CNNs in automatically learning hierarchical 
features for brain tumor classification. Despite their success, 
these studies did not explore the potential of LLMs, as recent 
advances integrated LLMs into various medical imaging tasks. 
In [5], LLMs were used for feature extraction in radiological 
images, showing promising results in disease detection. 
However, to our knowledge, the application of LLMs in brain 
tumor classification remains an underexplored area. 

In [16, 17], majority voting and deep hybrid models were 
proposed for improved prediction. In [18, 19] feature selection 
approaches with embedding techniques were examined. In [20, 
21], cloud-based architectures were used to improve sound 
classification using artificial neural networks. In [22], a cat 
swarm optimization-based approach was proposed with a U-
Net-based segmentation mechanism for skin cancer detection. 
In [23], mental conditions were explored using machine and 
DL approaches. Transfer learning has been a pivotal concept in 
medical imaging. In [7], the efficacy of pre-trained models was 
demonstrated on large datasets for general medical image 

classification. In [24], an early breast cancer diagnosis system 
was proposed using a CNN architecture. In [25], lung cancer 
detection was based on DL approaches such as CNN, VGG-16, 
and VGG-19. In [26], multichannel hybrid deep neural 
networks were proposed for avocado ripeness classification, 
using VGG-16 and EffiecientNetB0. 

III.  PROPOSED METHOD 

The proposed method consists of various stages that include 
preprocessing, modified VGG-16 with multi-head self-
attention, and a fully connected layer with a softmax function 
for tumor detection. Figure 1 shows the workflow of the 
proposed architecture. 

 

 
Fig. 1.  Workflow of the method. 

A. VGG-16 Architecture 

VGG16 is a deep CNN architecture that has proven 
effective in various computer vision tasks, including image 
classification. The VGG16 architecture consists of several 
convolutional layers followed by fully connected layers. 
VGG16 has five convolutional blocks, each containing 
multiple convolutional layers followed by max-pooling layers. 

 Convolutional Layers: The convolutional layers in VGG-16 
are denoted as ����(�, (�, �), 	
���	���� = ����), where 
�  is the number of filters, (�, �)  is the filter size, and 
	
���	���� = ����  indicates the Rectified Linear Unit 
(ReLU) activation function. For a given convolutional layer 
�, let X[�] be the input, �[�] be the filter weights, b[�] be 
the bias term, and A[�] be the output after activation. The 
mathematical representation of a convolutional layer is 
given by: 

Z[�] = W[�] ∗ X[�] + b[�]   (1) 

where, ∗  denotes the convolution operation, and 
����(�) =  	�(0, �) is the ReLU function. 

 MaxPooling Layer: The max-pooling operation 
downsamples the spatial dimensions of the input tensor. For 
a given max-pooling layer �, the operation is defined as:  

"	�#�����$%(&, &)'A[l]   (2) 

This operation extracts the maximum value from each 
& × & region in the input. 

 Fully Connected Layers: The fully connected layers are 
denoted as *��+�(�, 	
���	���� = ����)  or *��+�(1,
	
���	���� = +�$ ��-) , where �  is the number of 
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neurons and the activation function is either the ReLU or 
the sigmoid function. For a given fully connected layer �, let 
A[�] be the input, W[�] be the weight matrix, b[�]  be the 
bias term, and A[� + 1] be the output after activation. The 
mathematical representation of a fully connected layer is 
given by: 

Z[� + 1] = W[� + 1]. A[�] + b[� + 1]  (3) 

A[� + 1] = ����(Z[� + 1])   (4) 

where ⋅ denotes the matrix multiplication, and 0(�) is the 
sigmoid activation function. 

B. ResNet-50 Architecture 

ResNet-50 for brain tumor classification involves adapting 
the architecture to suit binary classification.  

 Residual Block: The fundamental building block in ResNet 
is the residual block, defined as follows. Given an input 
X[�], the residual block consists of: 

Shortcut Connection:  

1ℎ���
��(X[�]) = X[�]    (5) 

Main Path: 

Z1[�] = ����(X[�], W1[�])   (6) 

A1[�] = 3	�
ℎ4�� (Z1[�])   (7) 

A1[�] = ����(A1[�])    (8) 

Z2[�] = ����(A1[�], W2[�])   (9) 

A2[�] = 3	�
ℎ4�� (Z2[�])   (10) 

A2[�] = A2[�] + 1ℎ���
��(X[�])  (11) 

6[� + 1] = ����(62[�])   (12) 

Here, ����(7, �)  represents the convolutional operation 
with weights � , and 3	�
ℎ4�� (X)  is the batch 
normalization operation. 

C. EfficientNet Architecture 

This architecture describes a family of CNNs that are 
designed to achieve high accuracy while being computationally 
efficient. EfficientNet addresses the challenge of scaling neural 
networks to achieve better performance without significantly 
increasing computational complexity. The key idea behind 
EfficientNet is to balance the depth, width, and resolution of 
the model to optimize overall efficiency. EfficientNet can be 
advantageous for the classification of brain tumors or any 
medical image analysis task because of its ability to provide 
strong performance with fewer parameters. The compound 
scaling formula is expressed by 

- = 89, : = ;9 , � = <9   (13) 

where 8 , ; , and <  are constants, and =  is a user-defined 
parameter that controls the trade-off between model size and 
accuracy. 

IV. PROPOSED MODEL 

The proposed method consists of various stages that include 
preprocessing, modified VGG-16 with multi-head self-
attention, and a fully connected layer with softmax function for 
tumor detection. 

A. Preprocessing 

Preprocessing plays a crucial role in preparing medical 
images, such as brain tumor images, for analysis and diagnosis. 
This study used image rescaling and normalization to ensure 
that the images are on a consistent scale and have comparable 
intensity levels, which is often important in tumor 
classification. Pixel values are scaled based on the range of 
values in the original image, mapping them to a normalized 
range. 

 Image Rescaling: This process involves adjusting the size 
or resolution of an image and is often performed to 
standardize the dimensions of images in a dataset. This 
process typically involves interpolation to estimate pixel 
values at the new resolution. The mathematical equation for 
rescaling an image can be expressed as 

>?@ABCD@E(�, F) = >( G
AH

, I
AJ

)   (14) 

where >?@ABCD@E(�, F) is the pixel value at coordinates (�, F) 
in the rescaled image, >(�, F) is the original pixel value at 
coordinates (�/+G , F/+I), and +G  and +I  are scaling factors 
for the � and F dimensions, respectively. 

 Image normalization: This involves scaling pixel values to a 
standardized range, often between 0 and 1 or -1 and 1. This 
is done to ensure that pixel values have a consistent scale, 
which can be important for training machine learning 
models. The normalization equation is given by 

>LM?NCDOP@E(�, F) = Q(G,I)RSTU (Q)
SWX(Q)RSTU (Q)  (15) 

B. VGG-16 with Multihead Attention  

Combining VGG16 with multi-head attention is an 
interesting approach to enhance the model's ability to capture 
complex relationships within brain tumor images. Multihead 
attention is commonly associated with transformer 
architectures, but it can be adapted to enhance the feature 
extraction capabilities of CNNs such as VGG16. The proposed 
architecture showcases the extracted features from each block. 
The extracted features are fed to the multi-head self-attention 
mechanism, in which the model concatenates the features and 
supplies them to the fully connected layer. Then, the flattened 
features are fed to the softmax for the prediction. Figure 2 
shows the modified VGG16 architecture. 

 Attention Mechanism: The attention mechanism can be 
represented using the following equations for a single 
attention head: Given an input X[�] (output of the previous 
layer), the attention mechanism computes the attention 
matrix A[�] as follows: 

Query, Key, and Value Projections by: 

Q[�] = X[�] . WZ[l]    (16) 
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[[l] = X[�] . W\[�]    (17) 

V[�] = X[�] .  W^[�]    (18) 

where WZ[l] , W\[�] , and W^[�]  are learnable weight 
matrices. The scaled dot-product attention is given by  

6��������(Q[�], K[�], V[�]) =
      1�&� 	� `a[D].(b[D])c)

dEe
f . V[�]   (19) 

where -\ is the dimensionality of the key vectors. 

 

 
Fig. 2.  Modified VGG-16 architecture. 

 Multihead Attention: The outputs from multiple attention 
heads are concatenated and linearly transformed as  

"����g�	-(X[�])=  

                  = ���
	�(ℎ�	-h, … , ℎ�	-j) ⋅ WO  (20) 

where �l is another learnable weight matrix. 

 Modified Fully Connected Layers: After the attention 
mechanism, the output is passed through the fully 
connected layers as 

Z[� + 1] =  

"����ℎ�	-(X[�]) ⋅ W[� + 1] + b[� + 1]   (21) 

A[� + 1] = ����(Z[� + 1])   (22) 

where W[� + 1]  is the weight matrix and b[� + 1]  is the 
bias term. 

The entire model involves stacking convolutional layers 
(VGG16) followed by a flattened layer. Then, the attention 
mechanism is applied, and the output is processed through fully 
connected layers. 

V. EXPERIMENTAL ANALYSIS 

The proposed modified VGG-16 with a multihead self-
attention mechanism was compared with other models, such as 
VGG-16, ResNet50, and EfficientNet. 

A. Dataset Description 

This study used the BRATS 2018, BRATS 2019, and 
BRATS 2020 datasets for tumor detection. BRATS 2018 
consists of 240 HGG features and 70 LGG features, BRATS 
2019 consists of 280 HGG features and 80 LGG features, and 
BRATS 2020 consists of 151 HGG features and 70 LGG 
features. All three datasets were combined into a single dataset 
for performance analysis. The combined BRATS 2018, 2019, 
and 2020 dataset consists of 671 HGG features and 220 LGG 
features. The datasets were divided into 80:20 for training and 
testing, respectively. 

B. Hyperparameters 

 VGG-16: Input images of size 224×224 pixels, 13 
convolutional layers, all with 3×3 filter size, five max-
pooling layers with 2×2 pool size and stride 2, and three 
fully connected layers, The first two fully connected layers 
have 4096 neurons each, ReLU activation function. 
Dropout is applied with a probability of 0.5 and softmax 
activation. 

 ResNet-50: Input images of size 224×224 pixels, 50 
convolutional layers, all with 3×3 filter size. ResNet-50 
uses bottleneck blocks with three convolutional layers (1×1, 
3×3, 1×1) to reduce computational complexity. Each 
bottleneck block has a shortcut connection (skip 
connection) that skips one or more layers, max-pooling 
with a 3×3 pool size and stride 2 is used at the beginning, 
and global average pooling is used before the final output 
layer and ReLU activation function. Stochastic Gradient 
Descent (SGD) such as Adam is used as an optimizer. 

 EfficientNet: Input images of size 224×224 pixels. 
EfficientNet introduces compound scaling to balance the 
model depth, width, and resolution. The model is scaled by 
a factor (phi) to achieve different model sizes. B0: depth = 
1.0, width = 1.0, resolution = 224×224, and seven 
convolutional blocks. Dropout is applied with a probability 
of 0.5. Batch normalization and ReLU activation are used. 
The learning rate is 0.08. SGD Adam is used as an 
optimizer. 

C. Evaluation Metrics  

Accuracy (Acc), Precision (Pre), Recall (RC - Sensitivity), 
and F1-score (F1) are commonly used to assess the 
effectiveness of classification models. Accuracy (Acc) 
measures the overall correctness of the model predictions 

6

��	
F =  mnomp
mnompoqnoqp  

Precision (Pre) measures the accuracy of the positive 
predictions 

#��
�+��� =  mn
mnoqn  
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Recall (RC) measures the ability of the model to capture all 
positive instances 

��
	�� =  mn
mnoqp  

F1 score (F1) is the harmonic mean of precision and recall, 
providing a balanced measure between them. 

r1 − 1
��� =  t.n?@BOAOML.u@BCDD
n?@BOAOMLou@BCDD   

D. Performance Analysis  

The proposed method exhibited superior performance in 
both the individual and the combined dataset, showcasing its 
effectiveness. It appears to be a robust choice for the given 
task, offering high accuracy and precision while maintaining a 
strong balance between recall and F1 score. Tables I-IV show 
the detailed results of transfer learning approaches and the 
proposed modified VGG-16 classifier using various datasets. 
These results demonstrate the effectiveness of the proposed 
modified VGG16 model, as it achieved significantly improved 
performance metrics. 

TABLE I.  PERFORMANCE ANALYSIS ON BRATS 2018  

Algorithm  
BRATS 2018 Dataset 

Acc  Pre  RC  F1  

VGG-16 88.14 80.00 89.29 88.89 
ResNet-50 95.55 93.86 93.86 93.86 

EfficientNet 97.20 97.68 96.56 97.70 
Proposed method  98.06 98.45 97.68 97.70 

 
The proposed method achieves very high accuracy and F1 

score, indicating good overall performance. Its precision and 
recall are also balanced. EfficientNet shows competitive results 
with high precision. However, the F1 score is slightly lower 
than VGG-16, suggesting a potential trade-off between 
precision and recall.  

TABLE II.  PERFORMANCE ANALYSIS ON BRATS 2019 

Algorithm  
BRATS 2019 dataset 

Acc  Pre  RC  F1  

VGG-16 86.44 77.78 71.43 87.50 
ResNet-50 76.27 66.67 66.67 80.00 

EfficientNet 86.14 78.00 87.29 86.89 
Proposed method  95.55 93.86 83.86 93.86 

 
In this case, the proposed method performs well in terms of 

accuracy and F1 score. It also shows good precision, but the 
recall is relatively lower, indicating potential room for 
improvement in capturing true positives. ResNet-50 has a 
lower accuracy and F1 score compared to VGG-16 and 
EfficientNet. 

TABLE III.  PERFORMANCE ANALYSIS ON BRATS 2020 

Algorithm  
BRATS 2020 dataset 

Acc  Pre  RC  F1  

VGG-16 92.20 90.48 90.48 90.48 
ResNet-50 88.14 88.89 85.71 87.27 

EfficientNet 91.53 89.66 92.86 91.23 
Proposed method  97.20 97.68 96.56 97.70 

 

The proposed modified VGG-16 model performs well with 
high accuracy, precision, recall, and F1 score on the BRATS 
2020 dataset, showing balanced performance in capturing TP 
and avoiding FP.  

The proposed modified VGG-16 maintains a high level of 
performance in the combined dataset, with balanced accuracy, 
precision, recall, and F1 score, demonstrating consistent 
effectiveness across different datasets. ResNet-50 also shows 
robust performance in the combined dataset with high accuracy 
and precision, although it has slightly lower recall and F1 
scores compared to the original VGG-16. 

TABLE IV.  PERFORMANCE ANALYSIS ON COMBINED 
BRATS 2018, 2019, AND 2020 DATASET 

Algorithm  

Combined dataset: 

BRATS 2018,2019, and 2020 

Acc  Pre  RC  F1  

VGG-16 94.55 92.86 92.86 92.86 
ResNet-50 94.06 93.83 90.48 92.12 

EfficientNet 92.20 90.48 90.48 90.48 
Proposed method  98.06 98.45 97.68 97.70 

 

VI. CONCLUSION 

Brain tumors are a life-threatening condition that requires 
timely detection and swift diagnosis to achieve optimal patient 
outcomes. The proposed model, a modified VGG-16 
architecture with a novel multi-head self-attention mechanism, 
aims to streamline and expedite the complex process of brain 
tumor detection. Early detection is essential in enhancing 
treatment effectiveness and patient recovery rates. This study 
underscores the significance of the integrated multi-head self-
attention mechanism in the VGG-16 model, showcasing its 
ability to improve classification accuracy. This approach 
outperforms established models such as VGG-16, ResNet-50, 
and EfficientNet, marking a substantial advancement in brain 
tumor detection methods. By achieving superior performance 
metrics, the proposed modified VGG-16 model with multi-
head self-attention emerges as a promising innovation in 
healthcare. This research not only contributes to the technical 
landscape of medical diagnostics but also has tangible 
implications for patient care and improved outcomes. 
Ultimately, this study represents a significant step toward more 
efficient and accurate brain tumor detection, presenting a 
potential breakthrough in ongoing efforts to advance diagnostic 
capabilities in the realm of life-threatening diseases. 
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