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ABSTRACT 

The Saudi General Aptitude Test (GAT) aims to measure the analytical and inferential learning abilities of 

high school graduates seeking admission to higher education institutions. Given the need for effective 

preparation tools, this study investigates the potential of chat generative pre-trained transformers to assist 

students in preparing for the GAT, especially in Arabic. The primary objective is to assess the effectiveness 
of Large Language Models (LLMs) in answering questions related to mental and logical abilities, 

specifically in Arabic. The performance of GPT-4, GPT-4o, and Gemini was examined through 21 

experiments to determine their accuracy in answering a range of GAT-related questions. The findings 

indicate that although GPT-4 and GPT-4o outperformed Gemini in providing accurate answers for the 
GAT, their current accuracy levels still require improvement. 

Keywords-ChatGPT; GAT; standardized admissions tests; artificial intelligence; AI-powered tools; machine 
learning; education; Arabic language 

I. INTRODUCTION  

The Saudi General Aptitude Test (GAT) [1] is a crucial 
examination for high school graduates in Saudi Arabia who 
plan to apply to higher education institutions. Administered by 
the National Center for Assessment (Qiyas), the GAT assesses 
a variety of learning abilities, including analytical and 
inferential skills, reasoning, and problem-solving capabilities in 
both verbal and quantitative domains. Given its significance, 
students should thoroughly prepare for the GAT to improve 
their chances of securing a place at their desired universities. 

Large Language Models (LLMs), such as Gemini and 
ChatGPT, have shown considerable potential in educational 

settings [2, 3]. The performance of these models has been 
studied on standardized testing exams such as GRE [4, 5], SAT 
[6, 7], and Medical Licensing Examination [8, 9]. The capacity 
of LLMs to comprehend and produce text that resembles that 
of a human makes them valuable tools for personalized 
learning and academic support [10]. Despite their promising 
capabilities, uncertainty remains regarding their effectiveness 
in providing accurate and contextually relevant answers, 
particularly for the GAT in Arabic. The complexity of GAT 
questions and the nuances of the Arabic language pose unique 
challenges that have not been extensively explored in previous 
studies. 
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This study carried out an empirical evaluation of three 
LLMs in answering GAT-related Arabic questions. Their 
accuracy and quality of responses in seven experimental 
settings were analyzed to determine their potential as effective 
preparation tools for students. Through a series of 21 structured 
experiments, this study sought to provide insight into the 
strengths and limitations of these LLMs in the context of GAT 
preparation. The LLMs examined were ChatGPT-4, ChatGPT-
4o, and Gemini. The dataset consisted of 400 questions 
selected and manually transcribed from a well-regarded 
preparation book, covering various sections, such as Algebra, 
Geometry, Essays, and Comparisons. The accuracy and quality 
of the responses from GPT-4, GPT-4o, and Gemini were 
analyzed using a series of structured experiments to determine 
their benefits and drawbacks for GAT preparation. For each 
experiment, specific prompts were formulated, designed to 
guide the models in selecting the correct answer from the 
options provided. These prompts varied in their approach, 
including explicit and implicit contexts, structured response 
formats, and translation tasks, to thoroughly assess the models' 
abilities in handling the diverse types of GAT-related 
questions. The results showed that ChatGPT outperformed 
Gemini in all experiments for all categories. The questions and 
results of the 21 experiments are available in [11]. 

II. BACKGROUND AND RELATED WORKS 

A. Saudi General Aptitude Test 

The GAT [12] measures learning abilities such as analytical 
and inferential potentials of high school graduates and those 
who want to enroll in higher education institutions. The 
objectives of GAT are: 

 Measure understanding and reasoning. 

 Measure learnability regardless of one's prowess in any 
particular field. 

 Develop self-learning capabilities in line with the new stage 
of higher education. 

 Measure perceiving logical relationships and deductive and 
inductive abilities. 

 Measure the ability to solve problems based on 
mathematical concepts. 

The target group is high school graduates of all tracks and 
those wishing to enroll in higher education institutions, as well 
as anyone who hopes to join institutes that require this test. The 
service-targeted sectors are universities, colleges, and any 
entity that requires this test. Each track has its test, each of 
which has various sections of 24 items of verbal and 
quantitative questions. Quantitative questions aim to examine 
mental abilities in data analysis, algebra, geometry, and 
arithmetic, while verbal questions examine logical relations, 
such as deduction, induction, contextual error, analogy, and 
logical comprehension. 

B. Similar Studies on ChatGPT 

In [13], the aim was to provide qualitative insight into the 
problem-solving skills of ChatGPT in the context of clinical 
decision-making and medical education in the Chinese 

language. According to the findings, the performance of 
ChatGPT in Chinese was, compared to its performance in 
English, inadequate for medical learning and clinical decision-
making. On the other hand, ChatGPT showed a high level of 
internal concordance and produced some significant 
breakthroughs in the Chinese language. The efficacy of 
ChatGPT on the Medical College Admission Test (MCAT) 
was tested in [14]. This standardized test consists of 230 
questions with multiple-choice answers. In addition to 
evaluating critical thinking and reasoning skills, MCAT 
evaluates a wide variety of competencies in the scientific, 
social, physiological, and behavioral sciences. Based on its 
encouraging findings, this study predicted two key uses of 
ChatGPT and subsequent versions in the field of premedical 
education. Increasing diversity and improving fairness among 
premedical students could be achieved using ChatGPT in 
premedical education, which could be an essential and creative 
step forward. 

NLP models are increasingly being utilized for various 
educational applications beyond language learning. For 
instance, in [15], automation of mapping course learning 
outcomes to program learning outcomes was demonstrated 
using NLP, emphasizing the potential of AI-driven solutions to 
enhance educational program evaluation. This aligns with the 
objective of this study of leveraging LLMs to help students 
prepare for standardized exams, such as the Saudi GAT. In 
[16], the performance of ChatGPT on UK standardized 
admission tests was evaluated to gain a deeper understanding 
of its potential as a cutting-edge teaching and test preparation 
tool. This evaluation sought to gain a better understanding of 
ChatGPT's potential. This study involved the Test of 
Mathematics for University Admission (TMUA), the 
BioMedical Admissions Test (BMAT), the Thinking Skills 
Assessment (TSA), and the Law National Aptitude Test 
(LNAT). Based on the results of this study, ChatGPT has the 
potential to function as an additional tool for subjects and 
examination styles that gauge aptitude, problem-solving, and 
critical thinking skills, as well as comprehension of the 
literature. However, the constraints of this technology in areas 
such as mathematics, scientific comprehension, and programs 
underscore the necessity of ongoing expansion and integration 
with traditional teaching methods to fully realize its potential. 

Recent research has focused on optimizing NLP solutions 
across different model scales and datasets. In [10], the GPT and 
LLaMA-2 models were examined across various scales, 
showcasing the importance of model tuning and task diversity 
to improve language understanding abilities. This aligns with 
this investigation as it also focuses on task-specific 
performance and the challenges of Arabic language processing. 
Furthermore, in [17], the efficacy of ChatGPT was examined 
on the United States Medical Licensing Examination 
(USMLE), which consisted of three assessments. This was 
carried out without any further training or reinforcement, and 
ChatGPT was able to pass all three tests with a performance 
that was close to the passing level. Additionally, the 
explanations provided by ChatGPT had an increased level of 
concordance and comprehension, which was a truly 
outstanding characteristic. 
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In [5], the problem-solving features of ChatGPT and its 
uses in standardized test preparation were examined, with an 
emphasis on the GRE quantitative exam. The results showed 
that the accuracy of ChatGPT was statistically improved by 
adding contextual cues and instructions to the original 
questions. Using the updated prompts, ChatGPT demonstrated 
84% accuracy, compared to 69% using the original data. This 
study outlined potential directions for timely improvements and 
highlighted the areas where ChatGPT struggled with specific 
questions. It also explained how alterations can be useful for 
studying for standardized tests such as the GRE. In [18], 
AceGPT was introduced, which aimed at localizing LLMs to 
perform better on Arabic language tasks. This work 
emphasized the need for models specifically tuned for 
linguistic and cultural contexts beyond English. Similarly, in 
[19], Arabic-centric LLMs were explored, with Jais and Jais-
chat showing improved performance in handling Arabic-
language queries through instruction tuning and specific 
adjustments for the Arabic language. 

Further advances in Arabic LLM evaluation were made in 
[20], which proposed the AlGhafa Evaluation Benchmark. This 
benchmark provides a comprehensive method to evaluate 
Arabic LLMs in multiple tasks, helping in the objective 
assessment of their capabilities. In a similar vein, in [21] the 
ArabicaQA dataset was introduced, designed for Arabic 
question-answering tasks, helping to evaluate LLM 
performance specifically in question-answering contexts. In 
[22], the focus was on improving Arabic information retrieval, 
particularly in question-answering systems, which has direct 
implications for models such as GPT-4 and Gemini in their 
potential application to educational settings. 

This study extends these efforts by evaluating the 
performance of GPT-4, GPT-4o, and Gemini on Arabic GAT 
questions. While existing studies focus on general NLP tasks, 
this work specifically examines these models in the context of 
Arabic standardized tests, providing insight into their potential 
as tools for exam preparation. 

III. PROPOSED METHOD 

A. Dataset and Selected Book 

The dataset was created by selecting and manually 
transcribing 400 questions from Black Box 105 (3rd edition) 
[23], which includes sample GAT test questions that help 
learners evaluate their proficiency and identify weak areas. 
This book is particularly useful for developing both verbal and 
quantitative skills at the introductory level. This book includes 
five different sections to cover the GAT, including Algebra, 
Geometry, Essay, Statistics and Graphs, and Comparisons. The 
questions from the Statistics and Graphs section were excluded 
since they contain images (e.g., charts, figures, tables, etc.) that 
would be difficult to manually transcribe for LLM evaluations. 
The questions were randomly selected, with nearly one 
question per page, totaling 400: 95 Algebra questions, 60 
Geometry questions, 160 Essay questions, and 85 Comparison 
questions. Table I shows samples of the selected questions 
from each category translated into English (for simplicity, 
option A is the correct answer for these questions). Note that 
the original questions are in Arabic. 

TABLE I.  SAMPLES OF THE SELECTED QUESTIONS 

Category Question 
Options 

a b c d 

Algebra 

The average of five 

schools is 170, 

so, what is their sum? 

850 800 170 1000 

Geometry 

A square is made up of 

two congruent rectangles. 

The area of one rectangle 

is 18. Find the area of the 

square. 

36 40 50 55 

Essay 
Complete the sequence 5, 

10, 7, 3, 4, 1, ... 
7 9 5 13 

Comparison 

If Khaled is older than 

Saad, Mahmoud is older 

than Abdullah, and Saad 

is older than Abdullah, 

compare Khaled and 

Abdullah. 

The first 

value is 

greater 

The 

second 

value is 

greater 

The two 

values 

are equal 

Data are 

insufficient

 

 
Fig. 1.  Distribution of the selected questions. 

B. Experiments 

This section describes the experiments conducted to 
evaluate the performance of the three LLMs (GPT-4, GPT-4o, 
and Gemini) in answering GAT questions from [23]. The 
experiments were designed to assess the accuracy and quality 
of the responses of each model in various scenarios. 

C. Experimental Setup 

For each experiment (EXP), the interaction between the 
language model and the GAT questions was structured using 
specific prompts. The prompts were designed to guide the 
model in selecting the correct answer from the options 
provided. Seven experiments were carried out, which are 
described in the following. 

1) EXP1: Explicit GAT Context 

In this experiment, the model was clearly informed that the 
questions were from the Saudi GAT. The prompt used was: 

 

 
Fig. 2.  Prompt for EXP1. 
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The motivation for this prompt was to determine whether 
informing the model that the questions are from a specific test 
(GAT) affects its accuracy and response quality compared to 
treating the questions as general knowledge queries. 

2) EXP2: Implicit Context 

In this experiment, the model was not informed that the 
questions were from the Saudi GAT. The prompt used is shown 
in Figure 3. The motivation for this prompt was to investigate 
whether the model's performance differs when it is not 
informed that the questions are from a specific test (GAT) 
compared to being explicitly told. 

 

 
Fig. 3.  Prompt for EXP2. 

3) EXP3: Structured Response Format 

Similar to EXP2, but with a different prompt format to 
ensure the correct answer was identified and formatted 
correctly. The prompt used is shown in Figure 4. The 
motivation for this prompt was to assess whether providing 
specific instructions on how to format the questions and 
answers affects the model's performance compared to direct 
questioning without detailed instructions. 

 

 
Fig. 4.  Prompt for EXP3. 

4) EXP4: Translation and Answering 

In this experiment, the model was instructed to translate the 
questions and answers into English before selecting the correct 

answer. The prompt used is shown in Figure 5. The motivation 
for this prompt was to determine whether translating questions 
and answers into English before responding improves the 
model's accuracy and response quality. 

 

 
Fig. 5.  Prompt for EXP4. 

5) EXP5: Direct Answering in English 

In this experiment, the model was provided with questions 
and options in English. The prompt format was the same as 
EXP3, but the questions were in English. The motivation for 
this experiment was to evaluate whether providing the model 
directly with translated questions in English affects its 
performance compared to previous experiments where 
translation was part of the process. 

6) EXP6: English Questions with Examples 

The model was provided with a series of questions in 
English. Examples from different categories were provided to 
help the model understand the task. The prompt used was: 

 

 
Fig. 6.  Prompt for EXP6. 
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The motivation for this experiment was to assess whether 
providing the model with question examples in English helps 
improve its performance in answering subsequent questions. 

7) EXP7: Arabic Questions with Examples 

Similar to EXP6, with the questions and answers provided 
in Arabic. Examples from different categories (Algebra, 
Geometry, Essay, and Comparison) were provided to help the 
model understand the task. The motivation was to investigate 
whether providing the model with examples of questions in 
Arabic helps to improve its performance in answering 
subsequent questions. 

D. Translation to English 

In addition to the experiments above, GPT-4 was used to 
translate the questions from Arabic to English for some 
experiments where the questions and answers are given in 
English (such as EXP5 and EXP6). The GPT-4 model was 
instructed to translate the questions and answers into English 
without selecting an answer. The prompt used was: 

 

 
 

The OpenAI API was used to interact with GPT-4 to 
translate the questions and answers from Arabic to English. 
After obtaining the translations, another author examined their 
accuracy and found that they were accurate. 

E. Analysis 

For each experiment, the performance of the models was 
evaluated based on the accuracy of the answers. The results 
were compared across different models to identify any 
significant performance differences. The experiments 
examined various aspects of the models' capabilities, including 
their ability to understand and process Arabic questions and 
provide correct answers in both Arabic and English. 

IV. RESULTS AND DISCUSSION 

Figure 7 shows boxplots of the accuracy distributions in the 
seven experiments and the three large language models used in 
this study. Detailed results can be found in [11]. The results 
showed that GPT-4o consistently demonstrated higher 
accuracy across most experiments compared to the other 
models. More specifically, GPT-4o achieved the highest 
median accuracy in EXP 2 (Implicit Context), EXP 3 
(Structured Response Format), and EXP 4 (Translation and 
Answering). GPT-4 also performed well, showing relatively 
high accuracy in EXP 1 (Explicit GAT Context), EXP 5 (Direct 

Answering in English), and EXP 7 (Arabic Questions with 
Examples), although with slightly more variability. The better 
performance of GPT-4o in 5 of the 7 experiments can likely be 
attributed to enhancements in its model architecture and 
training processes. Specifically, GPT-4o may benefit from 
more advanced attention mechanisms and better management 
of long-sequence inputs, which are particularly effective in 
comprehension and context-heavy tasks. Additionally, 
improvements in fine-tuning techniques and exposure to a 
more diverse or task-specific training dataset may have 
contributed to its ability to generalize more effectively across a 
wider variety of question types. Despite these advances, GPT-
4o continues to struggle with geometry-based problems, 
suggesting that further refinement is necessary in areas that 
require spatial reasoning and mathematical understanding. 
Future research could explore the integration of specialized 
models or more targeted fine-tuning methods to further 
enhance the model's performance in these challenging areas.  

The Gemini model had lower accuracy. The results suggest 
that both GPT-4 and GPT-4o can provide valuable support in 
preparation for the GAT, with GPT-4o showing the most 
promise overall. The consistent underperformance of Gemini in 
geometry-based questions appears to be linked to its limitations 
in spatial reasoning and problem-solving. While language 
models such as Gemini excel in linguistic tasks, they 
traditionally struggle with tasks that require an understanding 
of spatial relationships and visual reasoning, which are core 
components of geometry problems. Unlike language-based 
tasks, geometry questions require a model to process spatial 
information and reason about shapes and their properties, areas 
where Gemini's architecture may not be optimized. The 
emphasis on linguistic patterns in its training data likely 
contributes to this performance gap, as the model is not 
specifically trained to handle spatial or diagrammatic inputs. 

Figure 3 shows the accuracy of the answers in the seven 
experiments and the four categories for the three LLMs. These 
results confirm that GPT-4 and GPT-4o consistently 
demonstrated higher accuracy in most categories and 
experiments compared to Gemini. Specifically, GPT-4 
achieved the highest median accuracy in the Algebra and Essay 
categories. GPT-4o showed strong performance in the 
Geometry and Comparison category, while both GPT-4 and 
GPT-4o performed similarly in Algebra. The Gemini model, 
although generally less accurate than GPT-4 and GPT-4o, still 
showed reasonable performance, particularly in the Algebra 
and Comparison categories. These results suggest that both 
GPT-4 and GPT-4o can provide valuable support in preparing 
for the GAT in all categories, outperforming the Gemini model. 

Although there is no specific passing score for the GAT, 
according to the Education and Training Evaluation 
Commission (ETEC), most students score between 55 and 75, 
with an average score of around 65 [24]. This suggests that the 
accuracy levels achieved by these models may not yet be 
sufficient to reliably help students reach or surpass the average. 
Consequently, while GPT-4 and GPT-4o demonstrate a 
potential to help with exam preparation, further improvements 
are necessary for these models to serve as effective tools for 
preparation for the GAT. 
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Fig. 7.  Accuracy distribution of GPT-4, GPT-4o, and Gemini models across the seven experiments (EXP 1 to EXP 7). 

 
Fig. 8.  Accuracy of answers generated by GPT-4, GPT-4o, and Gemini across four GAT question categories: Algebra, Geometry, Essay, and Comparison. 

V. CONCLUSION AND FUTURE WORK 

This study evaluated the performance of ChatGPT and 
Gemini in answering Saudi GAT questions. The accuracy of 

the responses of GPT-4, GPT-4o, and Gemini was evaluated 
using a dataset of 400 manually transcribed questions from a 
test bank book. The structured experiments, which utilized 
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various prompt formulations, assessed the models' capabilities 
across different GAT question categories. The novelty of this 
study lies in its empirical evaluation of LLMs specifically in 
the context of Arabic-language GAT preparation. Although 
prior research examined the performance of LLMs in various 
standardized tests, such as GRE, SAT, and medical licensing 
exams, this work is unique in focusing on GAT-related 
questions, which present specific linguistic and cultural 
challenges. This study highlights the potential of LLMs, 
especially GPT-4 and GPT-4o, to support students in the 
Arabic educational context, offering new insights into their 
application in non-English languages. 

However, despite the promising results, several limitations 
remain. The moderate accuracy rates (40-60%) of these LLMs 
suggest that although they can support exam preparation, they 
are not yet reliable as standalone preparation tools. The 
performance of the models, particularly in geometry and 
comprehension tasks, reveals gaps in their ability to handle 
more complex or abstract reasoning questions. Additionally, 
the reliance on machine translation for some tasks may have 
affected the accuracy of the models' responses, and further 
research is needed to assess whether human or alternative 
LLM-based translation methods could improve performance. 
Future research should focus on investigating the quality of 
explanations provided by these models when answering 
questions, as this can significantly affect students' learning 
experience and outcomes. 
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