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ABSTRACT 

Nowadays, high latency in Edge Computing (EC) for Internet of Things (IoT) devices due to network 

congestion and online traffic reduces the acquired precision, performance, and processing power of the 

network. Data overload in IoT significantly impacts the real-time capabilities of user experience, decision-

making efficiency, operational costs, and security in EC. By combining EC innovation and three Machine 

Learning (ML) models, namely Decision Trees (DT), Support Vector Machines (SVMs), and Convolutional 

Neural Networks (CNNs), this research aims to tackle the inactivity of IoT devices and information 

cleaning from errors. Its purpose is to preserve information astuteness and highlight the efficacy of each 

model's execution by using the essential components of previous approaches. The proposed model 

evaluates the precision, performance, and quality enhancement by measuring the Mean Square Error 

(MSE), coefficient of determination (R2), and accuracy. 
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I. INTRODUCTION  

The communication between Internet of Things (IoT) 
devices is based in reliable accessibility and data exchange 
between them. As IoT expand, those two parameters become 
crucial for the correct results of different functions, because 
they effect the respond time of devices. So, monitoring and 
decreasing idleness are especially challenging in IoT 
organizations [1]. In IoT frameworks, inactivity, or the time it 
takes to send and get information, could be a significant 
execution metric. High inactivity can cause serious problems in 
IoT applications that require real-time information preparing 
and prompt reaction, such as independent vehicles, healthcare, 
and mechanical robotization [2]. Edge Computing (EC) has 
emerged as a promising reply to these problems. EC moves 
computation and data storage to the "edge" of the network 
which means closer to users and devices and most critically, as 
close as possible to data sources. The main idea is to reduce the 
information that must transport from and to the device, in order 
to decrease inactivity [3]. EC has the potential to essentially 
boost IoT execution and viability by preparing information, 
either locally or near to the information source. Much 
consideration has been paid to the combination of EC with 
Machine Learning (ML) [4]. ML models are perfect for 
optimizing situations with EC since they can analyze large 
packages of information and make predictions or take 
decisions. This article explores the utilization of three ML 
models, namely Decision Trees (DTs), Support Vector 
Machines (SVMs), and Convolutional Neural Networks 
(CNNs) to work on the latency (time delay between input 
arrival and corresponding output generation) of EC [5, 6]. DTs 
work by subdividing information based on real values. This 
model has been effectively utilized in [7]. SVMs are suitable 
for classification, safe to over fitting, and work well with large 
amounts of data [8]. The capacity of CNNs to handle nonlinear 
data, makes them a perfect choice to use for analyzing time 
arrangement and other non-visual information. CNNs are 
exceptionally successful for assignments that require 
understanding complex designs since they can learn spatial 
pecking orders from input information [9-11]. The aim of this 
study is to implement and assess these three models.  

II. RELATED WORK 

The limitations of conventionally distributed computing, 
particularly in terms of latency and transmission capacity 
utilization, make EC look as a fundamental innovation [12]. EC 
reduces the time required to process and follow up on 
information by handling it at or close to the source of the 
information. This is important for continuous applications in 
the IoT context. This proximity to the data source leads to 
faster data dealing with and response times, making EC 
indispensable to reduce latency in fragile applications [13, 14]. 

A. Role of Edge Computing in Latency Reduction 

In past studies, different approaches to decrease latency of 
EC have been presented. The part of EC within the IoT and the 
potential benefits of decreasing latency and expanding 
efficiency were discussed in [15-17]. The authors emphasized 

the noteworthiness of decentralized data management and the 
part that smaller-than-expected server clusters, play in moving 
forward IoT frameworks' that make utilization of EC. 
Comparable to this, authors in [18, 19] proposed a multitier 
architecture EC design for applications in smart cities that 
utilize both cloud and local servers to decrease latency and 
optimize information handling. 

B. Machine Learning for Latency Optimization 

DTs are easy to set and apply, since they divide the 
information recursively into subsets and have been utilized 
effectively in prediction assignments, counting classification 
and relapse [20, 25, 26]. SVM and CNN ML models have 
found broad application and are known for their simplicity and 
interpretability. SVMs are particularly capable in high-
dimensional spaces. SVMs create hyper planes to arrange 
information of interest, making them sensible for classification 
[21, 22]. Their capacity to deal with non-linear data contributes 
to their flexibility and set them suitable for complex datasets [8, 
21-24, 27-29]. 

III. METHODOLOGY 

A. Dataset 

The data in [30] were utilized. 

B. Data Cleaning and Preparation 

Stacking of the dataset into a Pandas data frame is the 
primary step. Pandas is a Python information control library 
with capable information structures and capacities for 
controlling time arrangement and numerical tables. With 
Pandas, each dataset column is changed over to the suitable 
numerical sorts. This step guarantees that numerical operations 
and show preparing forms are error- and typo-free. 
Investigation and data predictions can be off base due to lost 
values. Strategies like filling lost values with mean, median, or 
mode, or disposing of lines or segments with lost values were 
utilized to clean the dataset, thus ensuring it is suitable for 
analysis and presentation. 

C. Exploratory Data Analysis 

In order to comprehend the data's structure, transfer and 
relations, EDA was utilized. Transfer of the different 
parameters and their relationship to the target variable, were 
visualized utilizing histograms, diffuse plots, and box plots. 
The target variable (latency) and the different features' 
relationships were inspected. The EDA's relationship analysis 
was utilized to choose parameters that relate directly with 
latency. The protocols tcp.ack, tcp.len, and udp.time_delta of 
the internet protocol suite, were recognized as vital parameters. 
Those parameters were subjected to normalization and scaling, 
to increase performance. 

D. Model Training and Evaluation 

Three ML models were considered: DTs, SVMs, and 
CNNs. The target variable was latency. Accuracy, R-squared 
(R

2
), and Mean Squared Error (MSE) were considered to assess 

each model's execution. Accuracy measures the extent of the 
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expected values. MSE measures the amount of the normal 
squared distinction between the real and the expected values. 
R² shows how well the expected values interpret the data's 
variance. 

 Accuracy can be calculated as: 

TP+TN
Accuracy=

TP+TN+FP+FN
   (1) 

where: TP: True Positives, TN: True Negatives, FP: False 
Positives, FN: False Negatives. 

 

 
Fig. 1.  Methodology block diagram. 

 MSE is the average of the squares of the errors—that is, the 
average squared difference between the predicted values 
and the actual values. It is defined by: 

 
n

2

i i

i=1

1
ˆMSE= y -y

n
     (2) 

where: ��  is the real value, ���  is the predicted value, n is the 
number of observations. 

 The proportion of the dependent variable's variance that can 
be predicted from the independent variables is shown by the 
R² score. It goes from 0 to 1, with higher qualities 
demonstrating better model execution. It is defined by: 
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 Decision Boundary: It is defined by: 

2
Margin=

w
     (4) 

where w is the weight vector of the decision boundary. 

 Loss Function: For classification, the Cross-Entropy Loss is 
commonly used: 

 
N C

i,c i,c

i=1 c=1

1
ˆL= - y log y

N
    (5) 

where: N is the number of instances, C is the number of 
classes, yi,c is a binary indicator (0 or 1) if class label c is the 
correct classification for instance i, �� i,c is the predicted 
probability that instance i belongs to class c. 

For models like SVM, DT, and CNN, the loss function can 
be adapted to include latency as a factor. 

 Logistic Regression Cost Function (Adapted for Latency): 

 

        
m

(i) (i) (i) (i)

θ θ

i=1

1
J θ =

m

y logh x + 1-y log 1-h x × 1+LR



 
 

 (6) 

where: m is the number of training examples, y
(i) 

is the true 
label, hθ(x

(i)
) is the predicted probability and LR is the latency 

rate. 

 Gradient Descent with Latency. To minimize the cost 
function, we can use gradient descent. The gradient descent 
update rule will include the latency factor. The gradient of 
the Cost Function (Adapted for Latency) is defined by: 

      
m

(i) (i) (i)

θ j

i=1

1
h x -y x × 1+LR

mj

J 



       (7) 

Figure 1 shows the complete layout for the data collection, 
data cleaning, model training, and model evaluation process. 

IV. RESULTS AND DISCUSSION 

Step 1: Initially the dataset was stacked into a CSV-based 
Pandas data frame. Different IoT device-related measurements 
and parameters were utilized to compile this set of information. 
When the initial dataset has a lot of information or some 
missing values, it requires pre-processing. We used Panda to 
change over all columns to the numeric sort, change over errors 
to zeros, and fill in any lost values with zeros. This step 
confirms the data's cleanliness and that the dataset is ready for 
the consequent examination. 

Step 2: EDA was applied to realize the data's structure and 
connections. We started by analyzing the dataset's transfer of 
different parameters and constructed tally plots for each 
parameter. In expansion, a relationship that showed how 
different parameters relate to one another was made. A heat-
map of the relationship between the target variable, latency, 
and time was created. 

A. Decision Tree Model 

DTs are easy to implement. We assessed the model's 
execution on the test set and got the results for MSE, R

2
-score, 

and accuracy metrics in respect to the number of epochs 
(epoch: one complete pass of the training dataset through the 
algorithm). 
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 The acquired accuracy can be seen in Figure 2. The 
maximum obtained value was 99.21%. 

 The low MSE of 0.008 indicates that the DT model's 
predictions are very close to the actual latency values. The 
low error margin indicates high precision and dependability 
in latency prediction, which is essential for improving edge 
computing performance. 

 The acquired R² score of 0.992 means that 99.2% of the 
variability in latency can be explained by the features used 
in the DT model. With such a high score, the model is 
clearly very successful at capturing the underlying patterns 
in the data and has significant explanatory power. 

 

 
Fig. 2.  Accuracy plot of the DT model. 

B. SVM Model 

Support Vector Regression (SVR) was used for this model. 
SVR is effective in high-dimensional spaces and works on the 
same principles as SVM but is customized for regression 
problems. 

 Accuracy: The result of accuracy of the SVM is 88% 
(Figure 3), indicating that while the SVM model is 
generally effective, it is less precise than the other models. 
The relatively lower accuracy suggests that the SVM 
model's handling of the data's complexity needs to be 
improved. 

 

 
Fig. 3.  Accuracy Plotting of SVM Model. 

 Decision Boundary can be seen in Figure 4. 

 

Fig. 4.  SVM decision boundary. 

 The SVM's predictions deviate more from the actual values 
than the DT and CNN models, as evidenced by its higher 
MSE of 0.112. 

 The SVM model accounts for 88% of the variability in 
latency, as evidenced by its R2 score of 0.880. Even though 
this has a fair amount of explanatory power, it is 
significantly lower than the scores obtained by the CNN 
and DT models. This suggests that the SVM model may be 
missing some important data patterns. 

C. CNN Model 

To adopt a CNN model, we reshaped the input data. High-
dimensional data patterns and feature recognition are hallmark 
of CNNs. Keras with TensorFlow backend was utilized to 
fabricate and prepare the CNN model.  

 The CNN model's acquired accuracy is 96.84% (Figure 5). 
The CNN model is great at monitoring latency with an 
accuracy of 96.84%, which is marginally less than the DT 
value. This high accuracy prescribes that the CNN model 
can be used in IoT EC, preparing circumstances, ensuring a 
high degree of performance. 

 The acquired MSE was 0.031.  

 

 
Fig. 5.  Accuracy of the CNN model. 
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 The R² score of the CNN model was 0.968. The CNN 
model's predictions can explain 96.8% of the latency 
variability. 

 The loss function Cross-Entropy Loss Function of the CNN 
model can be seen in Figure 6. 

 

 
Fig. 6.  Loss of the CNN model. 

D. Comparative Analysis 

The definite examination of each model's presentation 
features their assets and shortcomings in predicting latency for 
IoT. Table I includes the basic parameters for each model. 

TABLE I.  COMPARATIVE ANALYSIS  

Model Accuracy (%) MSE R² score 

Decision Tree 99.21 0.008 0.992 

SVM 88.00 0.112 0.880 

CNN 96.84 0.031 0.968 

 

 DT Model 

Advantages: The DT model has the lowest MSE and the 
highest accuracy. Its R

2
 score suggests that it captures nearly all 

latency variability, making it a solid option for comprehending 
and predicting patterns of latency.  

Disadvantages: DTs can be prone to overfitting, especially 
with complex datasets. However, this can be mitigated through 
techniques such as pruning. 

 SVM Model 

Advantages: SVM is effective in high-dimensional spaces 
and is robust to over fitting, particularly in cases where the 
number of dimensions exceeds the number of samples.  

Disadvantages: The SVM model has the larger MSE and 
the lowest R

2
 score. This suggests that the information is more 

intricately captured. More time may be needed for training, 
particularly with larger datasets.  

 CNN Model 

Advantages: The CNN model has a balanced approach, 
strong prediction performance, low MSE, and high accuracy. It 
is helpful for comprehending data patterns because, as 
indicated by its R

2
 score, it captures most of the latency 

variability. The remarkable capability of CNNs to identify 
spatial hierarchies in data might be advantageous for complex 
feature extraction. 

Disadvantages: CNNs are harder to train and demand more 
processing resources than DTs and SVMs. They also require a 
large amount of data to function properly, which might provide 
challenges in particular circumstances. 

V. CONCLUSION 

The DT model outperformed the other two models when it 
came to foreseeing inactivity in IoT Edge Computing (EC). It 
had the lowest mean squared error of 0.008, the highest R

2
 

score 0.992, and the highest accuracy of 99.21%. CNN 
performed also very well, with an R

2
 score of 0.968 and an 

accuracy of 96.84%, proving to be a practical alternative for 
complex information designs. 
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