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ABSTRACT 

This study examines the importance of Deep Learning (DL) in the Internet of Medical Things (IoMT) in 

providing impactful results in the diagnosis, classification, prediction, and categorization of stages of 

diabetes. A DL model was used to classify diabetic retinopathy data, based on a Multi-Layer Feed-

Forward Neural Network (MLFNN). The Pima Diabetes Dataset (PDD) was used to train and test the 

proposed model. To increase accuracy, this study considered different activation functions and strategies 
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to deal with lost information. The proposed Multilayer Feed-Forward Neural Network (MLFNN) model 

was compared with conventional Machine Learning (ML) approaches, specifically Random Forest (RF) 

and Naive Bayes (NB), outperforming them with a significant increase in classification accuracy. 

Keywords-Artificial Intelligence (AI); neural networks; Multilayer Feed-Forward Neural Network (MLFNN); 

Naive Bayes (NB); Random Forest (RF); Pima Diabetes Dataset (PDD) 

I. INTRODUCTION  

Finding medical anomalies is often seen as a complex 
undertaking that requires the knowledge of medical 
professionals. Expanded blood glucose levels have the potential 
to adversely affect essential organs, including the kidneys and 
the heart. Diagnosis of diabetes is one of the most complicated 
disarrangements that regularly require the collaboration of 
several doctors with different specialties [1]. Increased blood 
glucose levels have the potential to adversely affect essential 
organs, including the kidneys and the heart. Deciding whether 
an individual has a disorder can be a complex and challenging 
task that requires particular knowledge and abilities. The huge 
amount of data, in combination with the small sample sizes, 
emphasizes how DL strategies can accurately classify and 
recognize diabetic issues [2]. In [3], a strategy was developed 
based on a Multi-Layer Feed-Forward Neural Network 
(MLFNN) to detect and classify diabetes. The PDD dataset has 
missing values, which requires examining new techniques to 
address this problem. DL can not only optimize diagnostic 
issues but also classify medical issues that normally require 
labor-intensive strategies, providing reliable and effective 
results in less time [4]. This study explores DL for the 
classification of diabetes using PDD [5]. An input layer, one or 
more hidden layers, and an output layer comprise the MLFNN, 
which is a complete neural network design. A weight 
coefficient characterizes the association between two neurons 
[6, 7]. In [8], the foundation of the backpropagation strategy 
was investigated. Backpropagation works using two 
fundamental stages: the forward proliferation stage and the 
weight alteration stage. The layers of a neural arrangement are 
initialized with irregular weight values [9], and the output of 
each neuron is controlled by its activation function [10, 11]. 
Εach layer in DL networks employs characteristics extracted 
from the previous layer in a progressive extraction procedure 
[12]. This multilevel strategy recombines characteristics from 
previous levels to enable more deep layers to distinguish 
perplexing details inside the data. 

II. LITERATURE REVIEW 

DL algorithms can handle massive datasets with viability, 
which is much appreciated for this characteristic. As many 
datasets are unstructured or lack labeling, DL algorithms can 
identify patterns and structures in datasets that may lack clear 
categorization [7]. Activation functions are essential elements 
in the architecture of neural networks. The output of a neuron is 
restricted by an activation function, which also controls the 
firing state of its connections [13-15]. Two distinct forms of 
activation functions are the Scaled Exponential Linear Unit 
(SELU) and the Exponential Linear Unit (ELU). 

ELU with 0 < � is given by: 

�(�) = ��(exp (�) − 1)  for � < 0
�                             for � ≥ 0  (1) 

The hyperparameter in ELU controls the saturation level of 
negative inputs. In deep neural networks, ELU speeds up 
learning more quickly than other activation functions. Unlike 
other activation functions, ELU mitigates the vanishing 
gradient problem by incorporating negative values, which 
facilitate the adjustment of mean activation toward zero, a 
feature also observed in batch normalization. ELU achieves 
this with reduced computational overhead [16]. 

SELU is defined as: 

�(�) = � ��(exp(�) − 1)   for � < 0
�                             for � ≥ 0  (2) 

SELU allows for generating mappings consistent with the 
properties of Self-Normalizing Neural Networks (SNN). 
Neuron activations in SNNs tend to converge to zero mean and 
unit variance, as shown in (2). This characteristic enables 
reliable propagation across multiple layers, even in the face of 
noise and disturbances. As a result, SNNs make it easier to 
train deep neural networks with several layers by leveraging 
this effective regularization strategy, which improves learning 
robustness [17]. 

In [18], two classifiers were used, Multi-Layer Perceptron 
(MLP) and Support Vector Machine (SVM), which utilized 13 
components to analyze diabetic issues. MLP showed a 98% 
accuracy, while SVM achieved a slightly lower accuracy of 
96%. In [19], diabetes was classified using a General 
Regression Neural Network (GRNN) based on nonparametric 
regression. In training, this model achieved an accuracy of 
82.99%, while in testing, it achieved 80.21%. In [20], an open-
source dataset was introduced and Naive Bayes, RBF, and J48 
were used for diabetes prediction, achieving accuracies of 
76.95%, 74.34%, and 76.5%, respectively. 

III. METHODOLOGY 

The experiments were carried out using the proposed model 
by dividing the PIMA dataset [21] into 70% for training and 
30% for testing. The average performance over these iterations 
reliably assessed the model's stability and efficacy. The main 
steps included data collection, preprocessing, model selection, 
and evaluation. Figure 1 elaborates the flow chart of the 
proposed MLFNN architecture that effectively balances depth 
and width by enabling the model to capture complex patterns in 
the dataset and achieve high classification accuracy. 

A. Data Collection 

This study used the PIMA Diabetes Dataset (PDD) [21]. 
PDD is a free open-source dataset under a Universal Common 
license. Five pertinent features from the dataset, including 268 
cases of diabetes and 500 cases of non-diabetes, were 
considered. The dataset includes standard values, as shown in 
Table I. 
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Fig. 1.  Structure of the ML model 

TABLE I.  TEST FEATURES BASED ON THE PID DATASET 

 Feature Metric 

1 High blood pressure diastolic mmHg 

2 Triceps skin folds mm 

3 Two-hour insulin level U/ml 

4 Index of muscle mass kg/m2 

5 Diabetes pedigree function U/ml 

 

B. Proposed Model 

The proposed MLFNN model for diabetes classification 
involves the following architecture and training process: 

 Input layer: 10 neurons for the eight features plus two 
additional neurons for better handling nonlinearity. 

 Hidden layers: Three hidden layers with 60 neurons each, 
employing ELU and SELU activation functions. 

 Output Layer: Single neuron for binary classification. 

�� = ∑  ���� ����� � ��    (3) 

 Training algorithm: Backpropagation with forward and 
backward propagation phases. 

 Evaluation: Monte Carlo cross-validation over 200 
iterations. 

Figure 2 illustrates the detection and classification model 
based on � samples by considering the feature matrix (X) to 
predict both diabetic and non-diabetic cases. The MLFNN 
architecture effectively balances depth and width, enabling the 
model to capture complex patterns in the dataset and achieve 
high classification accuracy. 

 

 

Fig. 2.  Diabetes detection using the ML/DL models. 

C. Activation Functions 

Activation functions introduce non-linearity to the model. 
Two activation functions were examined. ELU helps accelerate 
the learning process by mitigating the vanishing gradient 
problem and promoting a zero-mean output. SELU supports 
self-normalizing neural networks by ensuring that the mean 
and variance of neuron activation approach zero. 

 

 
Fig. 3.  Structure of proposed model. 

D. Training Procedure 

The MLFNN model was trained using the backpropagation 
algorithm, which operates in two phases. In forward 
propagation, initial weights are assigned randomly, and the 
network output is calculated. 

�( ) = !"�( )#     (4) 

In backward propagation, the calculated results are 
compared using a loss function to calculate the error, which is 
then propagated backward to adjust the weights iteratively until 
the error rate reaches an acceptable level. 

$( ) = %&
%'(() = $( )�) ⋅ %'((+,)

%-(() ⋅ %-(()
%'(()  (5) 

E. Evaluation Metrics 

The following metrics were used to evaluate the 
performance of the MLFNN model: 

 Accuracy: Correctly predicted instances compared to the 
total instances. 

 Recall: Correctly predicted positives to actual positives. 

 Precision: Correctly predicted positives to total predicted 
positives. 
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F. Design 

Figure 3 demonstrates the proposed design for diabetes 
diagnosis. The network's depth refers to the number of hidden 
layers, while its width signifies the total number of neurons 
across these layers. Although a single-layer feed-forward 
neural network can theoretically execute various learning tasks, 
it often suffers from limited learning rates and accuracy. In 
contrast, deeper learning models can reduce the number of 
neurons per layer, thus minimizing generalization errors. 

 

 

Fig. 4.  Proposed MLFNN architecture for diabetes classification. 

The Monte Carlo cross-validation approach was used to 
evaluate the MLFNN model, which is a periodic holdout 
validation process. 90% of the PDD dataset was split into 
training and 10% into validation sets. This was carried out 
iteratively 200 times using different seeds and the average 
performance was calculated. Employing randomly chosen test 
subsets, this approach ensures reliable evaluation, providing 
insight into its effectiveness and execution changeability over 
random test data tests. 

G. Data Preprocessing 

Applying specific preprocessing techniques to the input 
before integrating them into the system can enhance a neural 
network's training efficiency. The initial step involved 
examining potential correlations among the features. 
Correlation measures the extent to which one influences 
another input feature. Eliminating correlated features can 
accelerate the learning rate and mitigate biases within the 
neural network. In particular, correlation bias can adversely 
affect the performance of the Random Forest model. 

Normalization is another significant preprocessing step to 
prepare the dataset. This method scales each input to a reliable 
extent, minimizing neural predisposition. Standardizing the 
data assists the preparation stage by ensuring that all features 
are inside comparable scales. This approach is especially 
advantageous when critical aberrations exist between inputs, 
including scales. The MinMaxScaler was used to normalize the 
PID dataset, which adapts all features to a predefined extent.  

./�.��01�234(�3�5643 4��73 = (0, 1);  1:;< =  =463)   
(6) 

>std = ?@?A�� 

?A-B@?A��
    (7) 

>scaled = >. D5E ∗ G�� − G/� � G/�  (8) 

The PDD dataset contains various lost values that can 
influence the classification performance of the neural network. 
Three different methods were examined to address this issue. 
First, all columns that contained lost values were removed. 
Then, all lost values were substituted with zeros. Third, lost 
values were replaced with the mean of the other values in the 
same column. 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

The performance of the proposed MLFNN was evaluated 
against Naïve Bayes (NB) and Random Forrest (RF). In 
addition, the results were compared for the different strategies 
for handling lost values. 

A. Comparative Investigation  

Table II shows the performance of NB and RF for diabetes 
classification. NB, known for its simplicity and robustness in 
classification tasks, yielded 75.22% and 71.55% training and 
testing accuracy, respectively. RF provided better results, as it 
can better handle missing values and categorical data. Table III 
highlights the superiority of the MLFNN model over NB and 
RF. Figure 5 the training and validation losses for the proposed 
model using ELU, which stabilizes after 100 epochs and 
remains moderately reliable after 500 epochs.  

TABLE II.  COMPARISON OF CLASSIFICATION 
ALGORITHMS 

Data NB RF 

Accuracy % (training) 75.22 98.1 

Accuracy % (testing) 71.55 72.2 

TABLE III.  PROPOSED MODEL'S PERFORMANCE 

 

TA % 

(ELU) 

TA % 

(SELU) 

MLFNN TA (%) 92.11 86.55 

 

 

Fig. 5.  Change in model loss in training and testing using ELU. 

Figure 6 shows the training and validation losses of the 
proposed model using SELU as the activation function. 

Figure 7 shows the Diped Function distribution in the 
PIMA dataset.  
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Fig. 6.  Model loss in training and testing using SELU. 

 

Fig. 7.  Attributes of Diped Function. 

Figure 8 shows the Skin Thick distribution. Due to high 
diabetes, the skin thickness and swelling ratio increases. The 
peak is above 200 u/ml over time, while using antidiabetics, it 
gradually decreases and drops below 50 u/ml. 

 

 

Fig. 8.  Attributes of SkinThick. 

Figure 9 shows the BloodP distribution. Increased blood 
sugar increases blood pressure levels. Tratio is getting high, 
having a peak above 80 u/ml with time, while using 
antidiabetics, it gradually decreases and drops below 10 u/ml. 

 

Fig. 9.  Attributes of BloodP. 

V. CONCLUSION 

This study implemented a prediction and classification 
model for diabetes using a DL approach. The proposed 
MLFNN method outperformed the NB and RF classifiers in 
predicting diabetes using the PIMA Diabetes dataset. The best 
results for the proposed method were achieved by ignoring 
columns with lost values, instead of replacing lost values with 
zeros or means. The impact of ELU as an activation function is 
critical for improving neural network performance. After 
comparing different high-performance activation functions, it 
was shown that ELU was the best fit for the PDD dataset. 
Future studies should focus on developing an automated 
system in the form of a mobile application based on the 
proposed DL algorithm to help healthcare professionals in the 
early detection of diabetes. 
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