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ABSTRACT 

Internet and social media explosive growth has led to the rapid and widespread dissemination of 

information, which often takes place anonymously. This anonymity has fostered the rise of uncredited 

copying, posing a significant threat of copyright infringement and raising serious concerns in fields where 

verifying information's authenticity is paramount. Authorship Attribution (AA), a critical classification 

task within Natural Language Processing (NLP), aims to mitigate these concerns by identifying the original 

source of content. Although extensive research exists for longer texts, AA for short texts, namely informal 

texts like tweets, remains challenging due to the latter’s brevity and stylistic variation. Thus, this study 
aims to investigate and measure the performance of various Machine Learning (ML) and Deep Learning 

(DL) methods deployed for feature extraction from short text data, using tweets. The employed feature 

extraction methods were: Bag-of-Words (BoW), TF-IDF, n-grams, word-level, and character-level 

features. These methods were evaluated in conjunction with six ML classifiers, i.e. Naive Bayes (NB), 

Support Vector Machine (SVM), Decision Tree (DT), Logistic Regression (LR), K-Nearest Neighbors 

(KNN), and Random Forest (RF) along with two DL architectures, i.e. Convolutional Neural Networks 
(CNNs) and Recurrent Neural Networks (RNNs). The highest accuracy achieved with an ML model was 

92.34%, using an SVM with TF-IDF features. Even though the basic CNN DL model reached 88% 

accuracy, this outcome still surpassed the previously established baseline for this task. The findings of this 

research not only advance the technical capabilities of AA, but also extend its practical applications, 

providing tools that can be adapted across various domains to ensure proper attribution and expose 

copyright infringement.  

Keywords-natural language processing; authorship attribution; machine learning; deep learning; authorship 

identification 

I. INTRODUCTION  

The digital age has witnessed an explosion of textual data in 
various formats, ranging from news articles and blogs to social 
media posts and tweets. This rapid expansion has brought about 
the issue of unattributed content, with individuals neglecting to 
acknowledge the original authors. As a result, cybercriminals 
are increasingly exploiting the aforementioned issue to create 
anonymous, fake, and illegal content or to perform illegal 
activities, including cyberattacks and information theft [1]. 
Social media platforms like Twitter and Facebook have further 
exacerbated the issue of misinformation and propaganda. The 

popularity of these platforms makes it difficult to ensure the 
accuracy and reliability of information sources [2].  

Recent studies [3], have delved into the behaviors of 
scammers on social media platforms, revealing that a 
significant portion of spam accounts, i.e. 84%, are 
compromised accounts manipulated by scammers rather than 
automated bots, which constitute the rest 16%. In an attempt to 
provide credibility to malicious activity, these compromised 
accounts are used to establish connections with legitimate 
profiles, including those of celebrities and public figures. 
Consequently, incidences of cybercrime and copyright 
violations continue to rise steadily, underscoring the urgent 
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need for effective solutions. AA approaches have emerged as 
promising tools in addressing these challenges. AA aims to 
determine the authorship of texts by analyzing distinctive 
writing styles and linguistic patterns [4-6]. It represents a 
critical classification challenge in natural language processing, 
leveraging ML models to recognize and attribute texts to their 
rightful authors [7]. This technique has found applications in 
diverse fields, such as literary studies [8-15], forensics, 
copyright protection, and cybercrime investigation [16-18] to 
effectively analyze the content of a given text. Moreover, the 
effectiveness of AA methods hinges on several critical factors, 
including the quality and diversity of features extracted from 
texts, the size of training datasets, as well as the length and 
complexity of the texts themselves [19-20].  

Twitter is a prominent social media platform of active 
research and a rich source of public posts [41]. It has been 
ranked as the fourth most popular social media platform in the 
USA [21]. It has around 330 million active users monthly, 
while nearly 500 million tweets are posted on it daily. 
However, despite its potential, AA on Twitter remains a 
challenging task. Twitter users often employ informal language 
and slang, making it difficult for the author to be identified 
solely based on linguistic features. This paper aims to develop 
and evaluate the performance of ML and DL models 
specifically designed for AA on short text formats, focusing 
particularly on Twitter data. Several classifiers are commonly 
utilized for AA, including SVM [22-23], RF [24], KNN [25], 
and Long Short-Term Memory (LSTM) [26]. However, the 
results can be affected by various parameters, such as the 
limited length of the text (tweets), or the features and methods 
used. Most studies are conducted with only one or two ML or 
DL classifiers and confined feature sets. Previous studies have 
shown that AA methods perform best when applied to either 
smaller text collections or texts within specific genres [4]. 
Building upon this knowledge, the current research aims to 
develop an AA model specifically tailored to identify tweet 
authors. This study distinguishes itself by conducting multiple 
experiments with different features and ML and DL models. It 
will explore various feature sets, entailing character-level, n-
grams, BoW, TF-IDF, and word-level embedding features, 
analyzing their effectiveness through rigorous computer 
experiments. Furthermore, a group of ML and DL classifiers 
will be deployed. By evaluating the performance of these 
techniques, this study aims to shed light on the quality of 
features extracted from Twitter datasets and their impact on 
AA tasks. 

This study’s experiments have led to new and improved 
results using specific ML and DL methods, which have 
surpassed the established baselines for the datasets utilized. The 
findings provide valuable insights for both researchers and 
practitioners involved in AA, particularly in the analysis of 
short texts and social media. The current work offers empirical 
evidence integrating N-gram, BoW, TF-IDF, word-level and 
character-level, which help to develop accurate methodologies 
and tools for identifying authors, which is crucial for 
combating misinformation and malicious activities on digital 
platforms. This contribution is particularly beneficial for 
enhancing the accuracy of AA methods, gaining insights into 
the factors that influence model accuracy, and offering detailed 

knowledge about the effectiveness of using different extracted 
features on model accuracy and reliability enhancement. 

II. RELATED WORKS 

Authors in [21] developed a model for classifying tweet 
authors using LR and NB classifiers. They collected 46,895 
tweets, limited to three thousand tweets per author, comprising 
two classes: known and unknown authors. Known authors 
included 12 celebrities and prominent Twitter users, whereas 
unknown authors comprised 12 regular Twitter users with less 
popularity. The study involved fetching tweets, preprocessing, 
feature extraction, and applying classification algorithms, 
resulting in an LR based classifier, which achieved an accuracy 
of 91.1% compared to the NB classifier, which obtained 89.8% 
accuracy. However, the authors of that study used a small 
dataset, unlike the one adopted in the current work, which 
contains 7,000 authors. Authors in [27] proposed a model 
utilizing a Multi-Layer Perceptron (MLP), which is a 
feedforward Artificial Neural Network (ANN), to analyze 
features like word choice, punctuation use, and function words 
to identify the author of a given text. The authors trained the 
model on a collected tweet dataset. They gathered 400 tweets 
from 20 selected authors. The results demonstrated that the 
model can achieve a high accuracy of 96% in attributing 
authorship to the correct author based on stylistic patterns in 
short texts. Moreover, the results displayed that as the number 
of authors increases, there was a drop in the accuracy, with the 
latter being 67% for 20 authors. In the current work, a larger 
dataset was adopted, while six ML classifiers and two DL 
models were deployed. The results outperformed those of the 
model implemented in [27] even though the current study’s 
model was trained with 50 authors. Authors in [31] investigated 
the use of feature extraction techniques for AA tasks. They 
employed SVM, NB, RF, and MLP, to classify micro-texts. 
The results revealed that the MLP classifier achieved the 
highest accuracy. Authors in [32] evaluated LR, RF, DT, NB, 
SVM, and KNN, for text binary and multi-classifications for 
the AA task. The findings disclosed that SVM outperformed 
the other models. A limited dataset was employed in that work, 
consisting of only four Chinese authors. This may lead to 
decreased accuracy when applied to a larger number of authors. 
Authors in [33] proposed a model using CNNs with a mixture 
of word and character n-grams to represent the text. The model 
exhibited improvements in identifying authors for short texts. 
Including latent posting styles further enhances CNN and 
LSTM models, even in complex scenarios with varying authors 
or fewer samples per author. The proposed approach combined 
character n-grams with ANNs, leveraging character-level 
features to improve author identification based on writing 
styles. The best method developed in that study achieved an 
accuracy of 83.6%. Nevertheless, the authors only used the 
character n-grams feature. In this paper, four feature extraction 
methods were followed: BoW, TF-IDF, n-grams, word-level 
and character-level features, and their performances were 
compared. Authors in [28] proposed a framework called 
DeepStyle to capture the unique writing style of each user 
through employing various embedding structures, including 
character, word n-gram, and POS tags, within a CNN model. 
They utilized multi-view representations of a user's post and 
triplet loss to learn how to differentiate between the writing 
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styles of different users. The experiment results manifested that 
DeepStyle outperformed some models for the AA task on short 
texts.  

Authors in [34] proposed a multi-channel CNN approach 
for micro-message author identification. The focus was on 
comparing CNNs architecture with character n-gram 
embeddings to multi-channel CNNs with pre-trained word 
embeddings. They combined word embeddings and character 
embeddings in a single CNN architecture, treating them as 
separate information channels on the Twitter dataset used in 
[29]. The results showed 74.50% accuracy for a set of 50 
authors and 500 tweets per author. It was exhibited that CNNs 
that used pre-trained word embeddings performed better than 
the CNNs with character-level embeddings on a Twitter 
dataset. However, the current study’s CNNs model displayed 
higher accuracy, reaching 88%. Authors in [28] deployed a 
capsule with a CNN model over character n-grams and a KNNs 
model for the AA task for short texts using the dataset applied 
in [29]. They conducted experiments comparing different text 
representations, such as BERT embedding, character bigram 
and character unigram. The results revealed that character 
unigrams achieved an accuracy of 86.62%, while character 
bigrams reached 83.82% accuracy by adopting the capsule-
based CNN architecture. However, the performance of KNNs 
underperformed that of the CNN over character unigrams and 
outperformed CNN performance over bigrams. Once, again the 
accuracy achieved by the present study’s CNNs model was 
higher. Authors in [30] presented a model to identify the author 
of a short online text through using Regularized Deep Neural 
Network (RDNN). The proposed method consisted of three 
components: CNN character-level layer, Distributed Highway 
Network (DHN), and Bidirectional Long Short-Term Memory 
(BLSTM). Four datasets were implemented for the model to be 
evaluated. The experimental results demonstrated that the 
RDNN achieved superior performance. The highest accuracy 
and F1-score values attained on the CCAT50 dataset were 
93.20% and 92.20%, respectively. In this paper, the highest 
accuracy achieved with the ML model was 92.34%, using an 
SVM with TF-IDF features. 

III. RESEARCH METHODOLOGY AND MODEL 
PROPOSAL 

The proposed methodology to build the AA model is 
divided into five steps, as can be seen in Figure 1: 

Step 1: Dataset selection. 

Step 2: Dataset pre-processing. 

Step 3: Feature extraction. 

Step 4: Model training. 

Step 5: Model evaluation. 

A. Data Selection 

The dataset provided in [29] was utilized. The particular 
dataset has been previously employed in several studies, for 
instance, in [18, 31, 34, 35]. The dataset comprises 
approximately 15% of all public tweets created from May 2009 
to March 2010. It includes a total of 7,000 authors, 50 of whom 

were randomly selected. Each author contributed 1,000 tweets 
to the dataset. The dataset contains a total of 711360 words, 
with an average of 14.22 words per tweet. The tweets in the 
dataset have varying lengths, ranging from a minimum of 2 
words to a maximum of 35 words. The shortest tweets have 25 
characters, whereas the longest tweets contain 149 characters.  

 

 
Fig. 1.  The main steps for the proposed AA evaluation performance 

models. 

B. Data Preprocessing 

Data preprocessing is essential for extracting features from 
text data and utilizing them in calculations. The specific 
approach to preprocessing may vary across different research 
studies. Typically, it involves removing undesirable elements 
like hyperlinks, stop words, and outliers that lack relevance in 
text classification. Previous research has highlighted the 
significance of handling stop words, URLs, and other symbols. 
In this study’s text classification task, the preprocessing stage 
was initiated by importing Python libraries. The primary 
libraries used for preprocessing short text datasets in ML and 
DL models entail NLTK, Scikit-learn, SpaCy, TextBlob. These 
libraries offer functionalities for tokenization, stop word 
removal, stemming, lemmatization, and vectorization, which 
can be customized based on specific task requirements. To 
assess the impact of preprocessing, the current study 
experimented with various techniques across ML and DL 
methods.  

In the ML methods, the following text preprocessing 
techniques were deployed: 

 Tokenization: This step breaks down the text into individual 
tokens, which are typically words. 

 Stop word removal: Stop words such as "is," "the," and 
"and," were removed. 

 Lemmatization: This process aims to reduce inflectional 
variations of words to their base form (lemma), which helps 
improve model performance by focusing on the core 
meaning of the words. 

 Joining tokens: After preprocessing, the individual tokens 
are often joined back together into a single string.  
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Interestingly, for the conducted DL experiments, it was 
found that removing stop words and URLs during 
preprocessing actually had a negative impact on the model's 
performance, as reported in [18]. Consequently, a different 
preprocessing approach for this study’s DL model was adopted: 

 Lowercasing: All text is converted to lowercase characters. 

 Label Encoding: Unique labels in the dataset are assigned 
numerical values using a dictionary mapping. This allows 
the model to handle categorical labels more effectively. 

 Tokenization: Similar to ML preprocessing, the text data 
are broken down into tokens using a tokenizer function, 
such as Keras Tokenizer. 

 Padding Sequences: To ensure that all input sequences have 
the same length for the neural network, shorter sequences 
are padded with additional elements, namely zeros.  

 One-Hot Encoding: Labels are converted to a one-hot 
encoded representation using a function, like to_categorical, 
from Keras. 

C. Feature Extraction 

After the preprocessing steps, different feature extraction 
methods were implemented in the proposed models, tailored to 
the specific requirements of both ML and DL models. In ML, 
this study experimented with three techniques: BoW, TF-IDF, 
and N-grams features. Furthermore, it investigated various 
combinations of TF-IDF with N-grams, including unigram + 
bigram, unigram + trigram, bigram + trigram, and unigram + 4-
gram. A pipeline for each classifier, where each pipeline 
consists of different combinations of feature extraction 
methods along with their corresponding vectorizers, was 
identified. In DL, word-level embeddings were utilized, which 
involves adding an embedding layer to the proposed DL 
models. The parameters were: 

 input_dim: It specifies the size of the vocabulary, which is 
determined by the length of the ((tokenizer.word_index) + 
1). Ensuring that the input dimension of the embedding 
layer matches the size of the vocabulary. 

 output_dim: It defines the dimensionality of the dense 
embedding vectors. In this instance, each word is 
represented by a number of dimensional vectors. 

 input_length: It determines the length of input sequences, 
set to (max_len). It specifies the length of the input 
sequences that will be fed into the embedding layer. 

Therefore, a word embedding layer was created. This layer 
converts input word indices into dense word vectors of 
dimension suitable for word-level representations in the 
introduced CNN and RNN models. 

D. Model Training 

The considered dataset was divided into training and testing 
data, where 80% of the data were randomly assigned for 
training, leaving the remaining 20% for testing. A total of 900 
tweets from each set of 1000 tweets for the 50 authors were 
randomly sampled to ensure unbiased evaluation of the model's 
performance. The source codes are available in [42]. 

For the ML models, a classifier Pipeline was employed to 
define multiple combinations of classifiers and vectorizers for 
text classification tasks. The classifier pipeline comprises the 
following ML classifiers: NB, RF, SVM, DT, LR, and KNN. 
Each classifier was paired with a set of vectorizers to extract 
features from the text data. The vectorizers used include BoW, 
TF-IDF, Ngram (1, 2), and a combination of TF-IDF and N-
gram. This combination includes (1, 3), (2, 3), and (1, 4), 
providing insights into their effectiveness in the AA task.  

For the DL models, a basic CNN model was initially 
implemented, consisting of four layers:  

1) Input Layer (Embedding Layer): It transforms the input 
sequences into dense vectors with a fixed dimensionality.  

2) Convolutional Layer: It employs 500 filters with a kernel 

size of 5. It performs convolution operations along the 

temporal dimension of the input sequence to extract 

relevant features. The ReLU activation function is 
subsequently applied to introduce non-linearity to the 

extracted features. 

3) Pooling Layer: It serves to reduce the dimensionality of the 

feature maps generated by the convolutional layer. It takes 
the maximum value from each feature map, resulting in a 
global representation of the input sequence.  

4) Dense Layer (Output Layer): It contains 50 units and 

utilizes the softmax activation function. It outputs the class 

probabilities for the classification task, with the number of 
units corresponding to the number of classes within the 

dataset.  

Table I summarizes the architecture of this CNN model 

(CNN-B), including the number of layers and their 

hyperparameters. The model was compiled by specifying the 
following: optimizer: Adam, loss function: categorical cross-

entropy, evaluation metric: accuracy.  

TABLE I.  CNN-B HYPERPARAMETERS  

Layer type 
No. of 

layers 
Hyperparameters 

Input (embedding) 1 
Input_dim = vocabulary size, 

output_dim=300 

Bidirectional (SimpleRNN) 2 
Hidden units = 300, learning rate 

= 0.01 

Dense 1 Units = 50, activation = softmax 

 

Then the RNN model was utilized. It consists of three 
layers: 

1) Embedding Layer: it determines the input dimension size 

based on the vocabulary size (length of 

tokenizer.word_index plus 1). It converts word indices into 

dense word vectors with a dimensionality of 300. This 
dimensionality specifies the richness of the learned word 

representations. 

2) SimpleRNN Layers: A bidirectional wrapper allows the 
SimpleRNN layer to process the input sequence in both 
forward and backward directions. This effectively doubles 
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the number of units available for capturing information 

within the sequence. The underlying SimpleRNN layer has 

a specified number of hidden units (hidden_units), a 
dropout rate for regularization, and an option to return 

sequences or just the final output. 

3) Dense Layer: The final dense layer has 50 units, 

representing the number of output classes. The softmax 

activation function is put into service to output a 
probability distribution over these classes. 

Table II summarizes the SimpleRNN model architecture, 
involving the number of layers and their hyperparameters. The 
proposed RNN model’s architecture consists of an embedding 
layer, followed by two bidirectional SimpleRNN layers. The 
hyperparameters used in the model were: embedding 
dimension: 256, number of hidden units in the RNN layer: 300, 
dropout rate: 0.5, and learning rate: 0.01. The model was 
compiled by specifying the following: optimizer: Adam, loss 
function: categorical cross-entropy, evaluation metric: accuracy 
(similar to the CNN-B model), batch size: 64, number of 
epochs: 20. This was finalized with a dense layer for 
classification. 

TABLE II.  CNN-B  HYPERPARAMETERS  

Layer Type No. of layers Hyperparameters 

Input (embedding) 1 input_dim = vocabulary size 

Conv1D 1 filters = 500, kernel_size = 5 

GlobalMaxPooling1D 1 default 

Dense 1 units = 50, activation = softmax 

 

E. Model Evaluation 

To evaluate the model's performance, the metrics defined in 
(1)-(4) were employed. These equations utilize the following 
notations: TP (True Positive), TN (True Negative), FP (False 
Positive), and FN (False Negative) [36-37]: 

Precision 	  
��

������
     (1) 

Recall 	  
��

������
    (2) 

Accuracy 	  
������

������������
             (3) 

F1 score 	 2 ∗
����� �!" ∗ #��$%%

����� �!" � #��$%%
                (4) 

IV. RESULTS AND DISCUSSION 

This work presented a novel approach to AA for short texts 
by comprehensively evaluating multiple feature extraction 
methods alongside various ML and DL models, achieving 
improved accuracy. Table III illustrates the results of the 
models across all feature extraction methods used. In the initial 
experiment series, the BoW technique was utilized for each 
classifier. The findings indicated that the SVM classifier 
achieved the highest accuracy of 90.95%, followed by LR 
attaining an accuracy of 89.01%, RF obtaining 86.84% 
accuracy, while the NB and DT classifiers achieved 84% 
accuracy, with NB showing an increase of 0.52% over DT. 
Conversely, the KNN classifier exhibited the lowest accuracy, 
recording 49.82%. The impact of TF-IDF was further 

investigated by conducting an experiment within the same 
pipeline, revealing an improvement in accuracy for some ML 
models. The SVM classifier again attained the highest accuracy 
of 92.34%, LR achieved 87.22%, surpassing NB and RF by 
0.44% and 0.8%, respectively. Additionally, the DT classifier 
achieved an accuracy of 81.48%, which was an improvement 
over KNN, resulting in 70.81% accuracy. Utilizing the 
combination of N-grams (unigram + bigram) vectorizers, the 
SVM classifier demonstrated the highest accuracy of 91.11%, 
followed by LR with 89% accuracy. The KNN classifier again 
yielded the lowest accuracy in this combination.  

TABLE III.  ACCURACY RESULTS OF THE ML CLASSIFIERS 

Models 

Feature extraction methods 

BoW TF-IDF 

Unigram 

and 

bigram 

TF-IDF + 

unigram to 

trigram 

TF-IDF 

+ bigram 

and 

trigram 

TF-IDF + 

unigram 

to four 

grams 

NB 84.55 86.78 86.67 88.22 74.84 88.28 

SVM 90.95 92.34 91.11 90.96 75.50 90.67 

RF 86.84 86.42 86.92 84.38 70.92 84.53 

DT 84.03 81.48 83.94 78.01 67.04 77.83 

LR 89.01 87.22 89.00 86.96 73.52 86.70 

KNN 49.28 70.81 39.18 68.15 27.81 67.42 

 

In the final experiment, TF-IDF was combined with various 
N-grams, including unigram + bigram, unigram + trigram, 
bigram + trigram, and unigram to four-gram. The results 
indicated improved accuracy for some models. Once again, the 
SVM classifier outperformed the others, achieving an accuracy 
of 90.96% with the combination of TF-IDF and unigram 
trigram. It also attained accuracies of 90.67% with the 
combinations of TF-IDF and unigram to four-gram. Figure 2 
visually compares the performance of SVM, NB, and RF 
models using BoW, TF-IDF, and various N-gram 
combinations. The results reveal that SVM achieves the highest 
accuracy when using TF-IDF with unigrams and bigrams. 
Additionally, both RF and NB exhibit consistently noticeable 
accuracy, particularly when employing the combination of TF-
IDF and N-grams. 

 

 
Fig. 2.  SVM, NB, and RF model accuracy using BoW, TF-IDF feature 

extraction with different N-grams. 

The proposed SVM model achieves superior performance 
compared to related studies. For example, authors in [38] 
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reported an accuracy of 68.67%, which is approximately 24% 
lower than that of the presented SVM model, using BoW and 
stylometric features. Similarly, authors in [39] achieved 70% 
accuracy, 22% lower than the best result obtained by the SVM 
introduced in the present study. Although the proposed model 
performs well, it falls slightly short of the NB model presented 
in [2], which achieved an accuracy of 84% (a difference of 
5%). It is worth noting that this study’s RF classifier with (1,2)-
grams achieved an accuracy of 86.92%. The experiments 
carried out consistently demonstrated the superiority of the 
SVM across all methods, particularly when combined with TF-
IDF and n-grams. This suggests that SVMs have a robust 
capability for handling high-dimensional, sparse textual data. 
Conversely, KNN performance suffered significantly due to the 
high dimensionality, which often poses a challenge for 
distance-based models. Furthermore, the use of enhanced 
feature extraction methods, such as a combination of TF-IDF 
with different n-grams, proved beneficial. This highlights the 
importance of sophisticated textual representations in 
distinguishing individual writing styles. The derived results 
confirm that n-gram features can effectively identify unique 
writing styles, which is crucial for author identification. N-
grams achieved relatively high accuracy in author detection 
tasks. Additionally, TF-IDF enhances the distinction between 
common language usage and specific stylistic or thematic 
choices that might characterize an author's writing. In the 
conducted ML experiments, TF-IDF yielded the best results 
when implemented with Naive Bayes and SVM classifiers. 
However, these results were less effective when combined with 
higher-order n-grams. 

In DL models, a CNN-B model and a simple RNN model 
were employed to analyze a dataset comprising 1,000 tweets 
from each of 50 authors. The CNN-B model achieved an 
accuracy of 88%, significantly outperforming the simple 
RNN's 59% accuracy, as evidenced in Table IV. This 
underscores the superior capability of CNN-B in capturing 
local contextual features from textual data, which is crucial for 
distinguishing between authors.  

TABLE IV.  CNN-B AND SIMPLE RNN ACCURACY 

Number of tweets per user CNN-B RNN 

1000 88 59 

 

This study’s CNN-B model demonstrates superior 
performance in AA when compared to several previous studies. 
Notably, authors in [13] achieved a 74.5% accuracy using both 
word and character embeddings in their CNN. The proposed 
CNN-B model exceeds these results by 12.9% and 13.5%, 
respectively. Additionally, it surpasses the main baseline set by 
authors in [18], who documented an 86% accuracy with 
character n-grams, marking a 2% improvement in the proposed 
model’s performance. Figures 3 and 4 portray the number of 
epochs versus loss, and the number of epochs versus accuracy, 
respectively. The optimal performance is observed at around 4 
epochs, indicating both minimal loss and maximal accuracy at 
this point in training. 

 
Fig. 3.  Loss vs epochs for the CNN-B model. 

 
Fig. 4.  Accuracy vs epochs for CNN-B model. 

The Simple RNN model introduced in this study, exhibited 
lower performance, achieving only 59% accuracy. This 
contrasts sharply with the findings of the authors in [40], who 
reported 89.6% accuracy, using an RNN with LSTM enhanced 
by skip-gram word embedding-level features. This notable 
disparity underscores the limitations of the proposed RNN’s 
simpler structure and points to a need for further 
experimentation with features to improve accuracy. 
Performance metrics for the presented RNN model, as depicted 
in Figures 5 and 6, reveal the number of epochs versus loss, 
and the number of epochs versus accuracy, respectively, for 
training and validation phases.  

 

 
Fig. 5.  Loss vs epochs for the Simple RNN model. 



Engineering, Technology & Applied Science Research Vol. 14, No. 5, 2024, 16419-16426 16425  
 

www.etasr.com Alsanoosy et al.: Authorship Attribution for English Short Texts 

 

 
Fig. 6.  Accuracy vs epochs for Simple RNN model. 

The optimal results, both the lowest loss and the highest 
accuracy, are achieved at around 17.5 epochs, suggesting that 
this is the most effective point for training the model under 
current configurations. The modest success rate of the proposed 
RNN model sheds light on the potential challenges RNNs face 
when dealing with tweet datasets for AA. Even though RNNs 
are generally proficient in processing sequential data, they 
might falter with the short, noisy, and highly stylized text, 
typical of tweets. This could stem from difficulties in managing 
long-term dependencies or from an inability to effectively 
capture broad contextual cues, essential for this task. 

V. CONCLUSION 

This paper evaluated the performance of both ML and DL 
models on a standard Twitter dataset, which included 1000 
tweets from each of 50 users and was derived from [29]. It 
experimented with six ML methods: NB, SVM, DT, LR, RF, 
and KNN. These methods were highlighted for their 
effectiveness with linguistic features BoW, TF-IDF, N-grams, 
and combinations thereof, particularly TF-IDF with N-gram 
(1,2) features. Then, this study experimented with a DL 
approach, including the use of a CNN and a Simple RNN with 
word-level embedding features. The highest accuracy, 92.34%, 
was achieved by SVM using TF-IDF. There is also a 
significant improvement in classification results reaching 
98.01% using BoW for LR, and 88.28% for NB using TF-IDF 
+ n-gram (1+4). The basic CNN model achieved 88% 
accuracy, outperforming the previous baseline on the same 
dataset. The simpler architecture of the Simple RNN achieved 
only 59% accuracy, indicating a need for enhancements 
through more layers and optimized hyperparameters. The 
findings demonstrate the significant benefits of implementing 
ML and DL methods for effectively detecting complex patterns 
within textual data. Furthermore, the study emphasizes the 
potential impact of minimizing data preprocessing steps on 
model performance. These findings hold significant value in 
developing sophisticated tools for analyzing social media 
content and ultimately improving the overall integrity of online 
information. 
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