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ABSTRACT 

An irregular heartbeat is known as cardiac arrhythmia. Cardiac arrhythmia occurs when electrical 

impulses that instruct the heart to beat malfunction. To save lives, arrhythmia must be detected early. 

Machine Learning (ML) is one of the fastest, cheapest, and easiest disease detection approaches. This study 

introduces an improved Naked Mole Rat Algorithm (RLNMRA) to select highly influential features in 

diagnosis and then uses various ML classifiers to train the model. The experimental results showed 

accuracies of 95.0%, 99.0%, 97.0%, 98.0%, 98.0%, 92.0%, and 99.0% with KNN, RF, GB, SVM, LR, DT, 

and GNB, classifiers, respectively. These results were obtained after removing invalid features from the 

UCI Arrhythmia dataset. The proposed method was also evaluated using recall, precision, and F score. 

The performance of the proposed model indicates that it can be used in various domains. 

Keywords-swarm intelligence; machine learning; arrhythmia; naked mole rat algorithm; reinforcement 

learning 
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I. INTRODUCTION  

Despite significant advances in detection and treatment, 
cardiac arrhythmias kill one-third of people worldwide, 
according to the WHO. Cardiac arrhythmia, or abnormal 
heartbeat, is a medical ailment [1]. Cardiac arrhythmia occurs 
when electrical heartbeat impulses are misfired. Tachycardia, 
bradycardia, angina, and palpitations indicate arrhythmia. 
Normally, early diagnosis and patient survival depend on 
biomarkers [2]. 

In recent years, advances in automatic detection using 
Machine Learning (ML) techniques in diagnosis have been 
very rapid. With a set of information and features, ML 
techniques can accurately identify cardiac arrhythmias at a low 
cost, without several clinical trials. With growing datasets and 
improved ML algorithms, ML applications have a large impact 
on automated disease prediction. Various studies have 
attempted to identify cardiac arrhythmias using various datasets 
and ML algorithms. This study employs a swarm intelligence 
algorithm, namely the Naked Mole-Rat Algorithm (NMRA), to 
select the best features from the UCI Arrhythmia dataset and 
use it in ML to identify healthy and arrhythmia cases. The 
advantages of this algorithm are its high convergence speed 
and very good accuracy in feature extraction. 

II. LITERATURE REVIEW 

In [5], HHO was employed to reduce dimensionality in 
detecting arrhythmia, and Random Forest (RF) achieved an 
accuracy of 96%. In [6], a hybrid of the Harmony Search 
Algorithm (HSA) and Decision Tree (DT) was proposed to 
select the best features, achieving 95.25% accuracy with SVM, 
NB, J48, and MLP models. In [7], a jellyfish model was 
proposed to reduce the Cleveland dataset's features, achieving 
98.4% and 94.4% accuracy with two different SVM models. In 
[8], the GWO algorithm was used to select the most significant 
features of a combined dataset, and the VGG-16 model 
achieved considerable results. In [9], PSO and GA were used to 
identify and choose the most important features from the 
Statlog and Cleveland datasets. The GAPSO-RF approach 
achieved 91.4% and 95.6% accuracy in the Statlog and 
Cleveland datasets, respectively. In [10], Moth Flame 
Optimization (MFO) was used to extract important features. 
Then KNN, SVM, DT, and ANN were used to predict heart 
disease, achieving 99.2% accuracy. In [11], an improved reptile 
search algorithm was used, employing opposition-based 
learning and simulated annealing for feature selection, 
achieving 70.42% accuracy. In [12], a marine predator 
algorithm was presented for feature selection problems, 
achieving excellent results in the COVID-19 dataset. In [13], 
the marine predator algorithm was combined with a KNN 
classifier, achieving excellent results in terms of the features 
selected for each dataset used. In [14], a variant of the 
Dragonfly Algorithm (DA) was presented, embedding 
Simulated Annealing (SA) to reduce the dimensionality of the 
problem and select only relevant features from a dataset. This 
approach aimed to solve the local optima problem of DA and 
improve its feature subset selection. This model achieved 90% 
accuracy in the Cleveland Heart dataset. In [15], a binary social 
spider algorithm was introduced for feature selection problems. 

This approach was tested against 21 UCI datasets using KNN 
and SVM classifiers, offering qualitative and stable solutions 
with superior performance. In [16], a fuzzy-rough-based binary 
shuffled frog-leaping algorithm was introduced for feature 
selection, achieving excellent results.  

The contributions of this study are as follows: 

 Introduces a swarm intelligence ML approach to predict 
cardiac arrhythmias. 

 Introduces RLNMRA, an improved NMRA algorithm, to 
select significant features and produce a subset of the 
arrhythmia dataset. 

 Introduces reinforcement learning to enhance solution 
diversity and prevent the local optima problem of NMRA.  

 Uses seven ML classifiers, including KNN, RF, GB, DT, 
LR, GNB, and SVM, to predict (classify) arrhythmia in a 
subset of features generated by RLNMRA. 

III. METHOD 

A. Basics and Background 

NMRA is a swarm-inspired optimization algorithm that 
draws inspiration from the social behavior and foraging 
strategies of naked mole rats [17]. It aims to solve optimization 
problems by mimicking cooperative and competitive 
interactions between these rodents. NMRA can be structured 
into three main stages, each reflecting different aspects of the 
social and foraging behavior of naked mole rats. The basic idea 
for selecting NMRA is based on that it uses a very small 
number of parameters, is easy to implement, is not much used, 
and can be easily integrated with any enhancing techniques. 

1) Initialization 

Initially, a uniform random population of n naked mole rats 
(solutions) is generated. Each naked mole rat in the population 
is a D-dimensional vector in the range [1, 2 … n]. Here, D is 
the number of parameters or variables to be tested in the 
problem. Each NMR (solution) is represented as 

���,� =  ����	,� + ��0, 1�  ×  ����	,� − �����,��  (1) 

where  � ∈ �1, 2, … �� ,  � ∈ � 1,2, . . . , �� , and ���,�  represents 
the ith solution in the jth dimension. �����,�  and ����	,� 
represent the upper and lower bounds of the problem function, 
respectively. ��0, 1�  is a uniformly distributed random 
number. The fitness of NMRs is computed by evaluating the 
objective function after initialization. Based on the fitness of all 
NMRs, the classes of breeders (BR) and workers (WR) are 
defined. An overall initial fittest solution d is also calculated. 
After initialization of the NMR population in the worker and 
breeder classes, the search process is performed through 
repeated iterations in both the worker and breeder phases. 

2) Worker Phase 

After initialization, the second step is the exploration 
operation, which is governed by the worker phase of the 
NMRA algorithm. In this phase, workers try to improve their 
fitness to get a chance to become breeders and finally mate 
with the queen. During this phase, NMRs create a new solution 
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based on local information and their own experiences. The new 
solution is evaluated and compared with the old one to 
determine its fitness. The better-performing solution is retained 
and stored. Once all workers have successfully completed the 
search process, their fitness is stored. Then, the NMRA uses (2) 
to generate a new solution from the old one. ��� !"= ��� !" +  #$��� + ��% &  (2) 

where ���  represents the ith worker in the tth iteration, ��� !" 
represents the new worker or solution, # represents the mating 
factor, and ��%  and ���  are two random solutions selected 
from the workers. The value of # ranges from 0 to 1.  

3) Breeder Phase 

This is the third phase of the NMRA algorithm and is 
mainly meant for exploitation operations. Solutions are 
generated with respect to the best current solution and are 
controlled by the mating factor (#). The NMRs in the breeder 
class strive to enhance their abilities to increase their chances 
of being selected for mating and to remain in the class. The 
NMRs in the breeder class update themselves based on a 
probability (brp) pertaining to the overall fittest distribution, 
which is a random number between 0 and 1. Breeders with less 
fitness are re-assigned to worker classes. Breeders update their 
positions using '�� !" = 1 −  #�'�� +  #( −  '�� �    (3) 

where '��  represents the ith breeder in the tth iteration. The 
mating frequency of the breeders is controlled by the # factor, 
which supports recognizing a new breeder '�� !" in the next 
iteration. Initially, the value of brp is set to 0.5. For simplicity, 
only one queen is kept in the colony. The task is to identify the 
most suitable breeder to mate with the queen. NMRA identifies 
the workers and breeders among the NMR colony. The initial 
evaluation identifies the fittest worker and breeder. In the end, 
workers' fitness is updated so that they have a chance to 
become breeders. Based on brp, breeders also update their 
fitness to survive as breeders. All sterile breeders are assigned 
to the worker class. The most suitable breeder from the pool 
serves as a potential solution to the problem under 
investigation. 

Reinforcement Learning (RL) has been employed in 
various fields to address challenges [18]. The core concept of 
RL entails an agent executing an action that modifies the state 
of the environment and subsequently receives a reward 
contingent upon that action. RL can be classified into two 
distinct categories: policy- and value-based models. Q-
Learning (QL) is a type of value-based algorithm [19]. In the 
learning phase, the agent performs the action that has the 
highest anticipated )*  value. The most basic version of QL, 
known as one-step QL, updates the Ql value based on the state-
action pair in a single step. This study uses the one-step QL 
approach. Equation (4) continuously updates the Q table based 
on the reward associated with each state-action pair. The 
symbols Lr and + represent the learning rate and the discount 
factor, respectively, which are both between 0 and 1. )*,- , .- � represents the )* value obtained by taking action .-  in the current state ,- , while /.0� ),- !", .  !"� 

represents the maximum expected )* value in the ) table when 
executing the action .- !" in state ,- !". It is important to note 
that a higher learning rate Lr causes the algorithm to learn from 
the expected )* value, while a lower learning rate causes the 
algorithm to exploit the prior )* value. Thus, the learning rate 
serves as a means to achieve a trade-off between exploiting 
existing knowledge and exploring new possibilities. )*,- , .- � = 1 − �1�)*,- , .- � +   

    �11, !" + + /.0� )*,- !", .- !"��  (4) 

B. Proposed RLNMRA 

1) Motivation for the Proposed Model 

Basic NMRA employs two approaches to discover 
solutions: exploration and exploitation. NMRA's inability to 
alter course during repetitions is an inherent constraint, making 
it vulnerable to becoming stuck in local optima. The adaptive 
search operation is used, which is more advantageous in 
acquiring the global minimum, and RL is implemented to 
efficiently achieve this objective. Random opposition-based 
learning is used to enhance the search for alternative solutions, 
thus increasing the diversity within the population. 

2) RLNMRA Structure 

In RLNMRA, the search space is considered the 
environment, while each individual is seen as the training agent 
of RL. QL is employed to dynamically alternate between 
exploration and exploitation. QL updates the )  value 
associated with a state-action pair considering the highest 
fitness value observed so far and the average fitness value from 
previous iterations. A reward table is employed to provide 
incentives or penalties to the agent, based on its current action 
and status. The proposed NMRA with RL consists of three 
actions that are determined by the value of the exploration rate 
(2): increasing, decreasing, and maintaining the exploration 
rate. The 2  value in the subsequent iteration is modified 
according to the highest fitness in the current iteration and the 
cumulative average fitness value using (5). Here, 2� !" 
represents the exploration rate at the next iteration, ∆ is the 
incremental value, and 45678 � � represents the fitness of the 
best position in the current iteration. 9 represents the mean 
fitness of the fit solutions discovered so far, calculated using 
(6). Here, � is the number of iterations that have been carried 
out until the current one, and :4� is the weighted factor for the 
fittest individual 5678 �  at iteration �- , calculated using the  :4� = ;� /=> formula. 

2� !" = ?2� ∗ 1 + ∆�  �4 45678 �� > 92� ∗ 1 − ∆�  �4 45678 �� < 92�                               C-ℎ;1:�,;  (5) 

9 = "	 ∑ :�5678 � 	� F"     (6) 

In this process, �-  represents the current iteration, and GH 
represents the total number of iterations. It is important to note 
that the most physically fit NMRs (solutions) have a greater 
impact on the calculation of the I value. Specifically, if the 
fitness achieved is higher than the average fitness, the 
algorithm should focus on a smaller search space and improve 
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the acquired solutions. Alternatively, the algorithm expands its 
search region to discover novel solutions and prevent getting 
stuck in local optima. In summary, the first scenario described 
in (7) occurs when the agent achieves a higher level of fitness 
than the average. In the second situation, the agent's fitness 
starts to decline compared to the prior agent's experience. The 
RLNMRA has three states, denoted as ,- = {1, −1, 0� which 
correspond to the activities described in (7). The reward table 
assigns a positive value of +1  to the state ,- = 1  and a 
negative value of −1 to all other states. If the fitness gained in 
iteration �-, is better than the average fitness of the last �- − 1 
iterations, then the current state ,-  is equal to 1. Equation (8) 
illustrates the reward approach, where ,-  is the state obtained 
by the agent at iteration it.  

The proposed RLNMRA model adjusts the learning rate 
according to the accumulated performance, as this factor 
greatly influences the attainment of the solution. When the 
learning rate is near one, the newly acquired information 
significantly influences the future reward. At a low learning 
rate, the value of existing information surpasses that of newly 
acquired information. To optimize the outcome, the learning 
rate is dynamically decreased at each iteration using (9). Here, �1�	�  and �1K�	�L  represent the starting and final values of the 
learning rate, respectively. 

,- = ,�M�40� � − 9�, ,�M�0� = N 1           �4 0 > 1−1      �4 0 < 10        C-ℎ;1:�,;  

      (7) 

�;:.1( = O+1         �4,- = 1 −1      C-ℎ;1:�,;   

(8) 

�1 = PQRSRT!PQURSVWX − PQRSRT!PQURSVWX ∙  
         cos ] ^1 − � =>_��     (9) 

The Random Οpposition-Βased Learning (ROBL) 
technique is integrated into the RLNMRA algorithm to assist in 
avoiding the problem of local optima [20]. ROBL uses 
randomization to enhance the performance of OBL models, 
defined as: 0��L = *`�� + a`�� − 1.�( × 0�� ,  

 �� = 1,2, … … … . , �     (10) 

where 0��L  and 0��  denote the antithetical and initial solutions, 
and * �̀ and a �̀  represent the minimum and maximum limits of 
the variables. 

IV. EXPERIMENTS AND RESULTS 

A. Dataset 

The UCI Arrhythmia dataset [21] was used, containing 279 
attributes, 206 of which are linearly valued and the rest are 
nominal. The aim is to distinguish between the presence and 
absence of cardiac arrhythmia and to classify it in one of the 16 
classes. Class 01 refers to normal, ECG classes 02 to 15 refer to 

different classes of arrhythmia, and class 16 refers to 
unclassified. 

B. Evaluation Measures 

According to [22], F-measure (FM), recall (RC), accuracy 
(ACC), and precision (PR) metrics are used for evaluation, 
calculated using (11)-(14). True Positive (TP) represents 
patients correctly classified with arrhythmia. True Negative 
(TN) presents patients accurately recognized without 
arrhythmia. False Positive (FP) presents misclassified healthy 
individuals as patients, and False Negative (FN) presents the 
number of individuals misdiagnosed as healthy. 

Algorithm: Proposed NMRA 

Inputs: Initialize population of NMRs: 

nr, Breeders 

(BR): nr/5, Workers (WR): nr-BR, 

probability 

breeding: brp, objective function, f(x),  

Set the state st= (st1, st2, st3} and 

action  

at = (at1, at2, at3). Initialize Q table 

and reward 

table, select present state randomly 

Output: Find the overall fittest solution 

(fx) 

Find the current best solution 

Calculate the exploration rate ∅ 
Do Until iteration < maximum number of 

iterations 

For i=1: N 

For j=1: WR 

If rand < ∅ 
Perform worker phase using (2)  

Evaluate the identified worker  

Else 

For j=1:BR 

If rand < 0.5 

If UR (0, 1) > brp 
Perform the breeder phase using (3)  

Evaluate the identified breeder  

End If 

End If 

End for 

Compute 0678 L �- + 1� using ROBL 
End For 

Combine the newly found breeder and 

worker  

population 

Find the best 0678 �- + 1� by evaluating the 
new population 

If  40678 L �- + 1�� is better than 40678 L �- +1� � 0678 �- + 1� = 0678 L �- + 1� 
Update the current state using (7) 

Calculate the reward using (8) 

Update Q-table using (4) 

End for 
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Update iteration count 

Update the learning rate using (9) 

End until 

Save the final fittest solution (fx) 

End 
 c9 = X∗de∗ef)

(de!ef)
∗ 100    (11) 

�g =  
>d

>d!hi
∗ 100    (12) 

jgg =  
>d!>i

>d!hi!hd!>i
 × 100   (13) 

k� =  
>d

>d!hd
∗ 100    (14) 

A PC with an Intel i3 processor and 8 GB of RAM running 
Windows 10 64-bit was used for the experiments. Python was 
used to implement the models. Table I shows a comparative 
assessment of traditional classifiers without any improvements 
for predicting arrhythmia. The experimental values indicate 
that the RF classifier performed well with an accuracy of 
92.64%. The RF classifier outperformed other classifiers with 
values of 92.87%, 92.55%, and 92.64% for precision, recall, 
and F-measure, respectively. Table II shows a comparison of 
the classifiers using iHHO [5] to predict arrhythmia. The RF 
classifier achieved an accuracy of 97.0%, again outperforming 
other classifiers with 99.07%, 95.13%, and 96.99% for 
precision, recall, and F-measure, respectively. Table III shows 
a comparative evaluation of classifiers using the proposed 
model for predicting arrhythmia. The experimental values 
indicated that the RF and GNB classifiers both performed well, 
with an accuracy of 99.00% with RLNMRA. SVM and LR 
followed, with accuracies of 98.00% each. GB, KNN, and DT 
achieved accuracies of 97.00%, 96.00%, and 92.00%, 
respectively. The RF classifier also outperformed the others 
with 99.71%, 98.61%, and 99.15% precision, recall, and F-
measure, respectively. Figures 1-7 show the confusion matrices 
of different classifiers. Figures 8-10 show the results 
graphically. In addition, the accuracy results of RLNMRA 
were compared with the RSA [11], IRSA [11], PSO [11], GA 
[11], GOA [11], SMO [11], BDA [23], IBDA [24], BGWO 
[25], BPSO, IBPSO [26], and BBA [26], based on the same 
dataset. Figure 11 shows a graphical comparison of their 
results. These results, along with Tables I-IV, demonstrate that 
the proposed algorithm outperformed the other algorithms by a 
good margin within the same dataset. 

 
 

 
Fig. 1.  DT-RLNMRA confusion matrix. 

 
Fig. 2.  GB-RLNMRA confusion matrix. 

 
Fig. 3.  GNB-RLNMRA confusion matrix. 

 
Fig. 4.  LR-RLNMRA confusion matrix. 

 
Fig. 5.  KNN-RLNMRA confusion matrix. 
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Fig. 6.  RF-RLNMRA confusion matrix. 

 
Fig. 7.  SVM-RLNMRA confusion matrix. 

 
Fig. 8.  Results attained with only classifiers. 

 
Fig. 9.  Results attained with iHHO and classifiers. 

 
Fig. 10.  Results attained with RLNMRA and classifiers. 

 
Fig. 11.  Accuracies achieved by other algorithms on the same dataset. 

TABLE I.  RESULTS ATTAINED WITH CLASSIFIERS ONLY  

Model PR (%) RC (%) FM (%) ACC (%) 

KNN 89.27 88.64 85.72 89.92 
RF 92.87 92.55 92.64 92.64 
GB 90.27 89.99 90.07 90.07 

SVM 87.54 86.67 86.81 86.81 
LR 86.22 85.95 86.02 86.02 
DT 84.63 84.56 84.59 84.59 

GNB 81.27 81.32 81.21 81.21 

TABLE II.  RESULTS ATTAINED WITH IHHO 

Model PR (%) RC (%) FM (%) ACC (%) 

KNN 89.49 82.74 85.35 90.00 
RF 99.07 95.13 96.99 97.00 
GB 94.02 94.06 93.99 95.00 

SVM 97.80 92.80 95.40 95.00 
LR 96.16 81.12 87.15 96.00 
DT 98.45 94.52 96.30 89.87 

GNB 95.2 92.2 93.6 94.00 

TABLE III.  RESULTS ATTAINED WITH THE PROPOSED 
ALGORITHM 

Model PR (%) RC (%) FM (%) ACC (%) 

KNN 95.21 95.95 95.47 96.00 
RF 99.61 98.11 98.83 99.00 
GB 98.7 95.96 97.25 97.00 

SVM 99.15 95.96 97.47 98.00 
LR 98.24 96.46 97.79 98.00 
DT 97.37 86.44 91.02 92.00 

GNB 99.15 95.96 97.47 99.00 

TABLE IV.  ACCURACIES ATTAINED WITH OTHER 
ALGORITHMS 

Model ACC (%) Model ACC (%) 

RSA [11] 66.98 BDA [23] 67.61 
IRSA [11] 70.42 IBDA [23] 68.57 
PSO [11] 69.30 BGWO [23, 24] 66.07 
GA [11] 67.50 BPSO [23] 66.10 

GOA [11] 63.58 IBPSO [23, 25] 68.26 
SMO [11] 64.10 BBA [23, 26] 66.22 

 

V. CONCLUSION 

This study introduced an algorithm to accurately predict 
arrhythmias, which works in two stages. In the first stage, an 
improved naked mole algorithm (RLNMRA) was used to select 
the significant features from the arrhythmia dataset. Following 
feature selection, seven different ML classifiers were applied to 
the newly generated dataset to predict cardiac arrhythmia. The 
NMRA algorithm was enhanced by integrating RL. RL was 
used to enhance population diversity and convergence speed 
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and avoid the local optima problem. The experimental 
evaluation demonstrated the superiority of the proposed 
algorithm in predicting arrhythmia in all metrics used for 
comparison. Furthermore, the results show that the NMRA 
with RL significantly improved the performance of the KNN, 
RF, GB, SVM, LR, DT, and GNB classifiers. Future research 
could investigate the performance of the proposed algorithm on 
more sophisticated science and engineering problems and 
further enhance its complexity without affecting its current 
performance. 
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