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ABSTRACT 

The proliferation of Internet of Things (IoT) devices has revolutionized various sectors by enabling real-

time monitoring, data collection, and intelligent decision-making. However, the massive volume of data 

generated by these devices presents significant challenges for data processing and analysis. Intrusion 

Detection Systems (IDS) for IoT require efficient and accurate identification of malicious activities amidst 

vast amounts of data. Feature selection is a critical step in this process, aiming to identify the most relevant 

features that contribute to accurate intrusion detection, thus reducing computational complexity and 

improving model performance. Traditional Mutual Information-based Feature Selection (MIFS) methods 

face challenges when applied to IoT data due to their inherent noise, uncertainty, and imprecision. This 

study introduces a novel Fuzzy Mutual Information-based Feature Selection (Fuzzy-MIFS) method that 

integrates fuzzy logic with Gaussian membership functions to address these challenges. The proposed 

method enhances the robustness and effectiveness of the feature selection process, resulting in improved 

accuracy and efficiency of IDSs in IoT environments. Experimental results demonstrate that the Fuzzy-

MIFS method consistently outperformed existing feature selection techniques across various neural 

network models, such as CNN, LSTM, and DBN, showcasing its superior performance in handling the 

complexities of IoT data. The results show that Fuzzy-MIFS increased the accuracy from 0.962 to 0.986 for 

CNN, from 0.96 to 0.968 for LSTM, and from 0.96 to 0.97 for DBN. 

Keywords-IDS; IoT; deep learning; cyber attacks   
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I. INTRODUCTION  

The proliferation of Internet of Things (IoT) devices has 
revolutionized various sectors, enabling real-time monitoring, 
data collection, and intelligent decision-making [1, 2]. 
However, the massive volume of data generated by these 
devices poses significant challenges for data processing and 
analysis. Intrusion Detection Systems (IDS) for IoT must 
efficiently and accurately identify malicious activities among 
vast amounts of data [3]. To achieve this, feature selection 
becomes a critical step, aiming to identify the most relevant 
features that contribute to accurate intrusion detection, thus 
reducing computational complexity and improving model 
performance. Mutual Information-based Feature Selection 
(MIFS) is a widely adopted method for feature selection, 
particularly suited for IDS applications in IoT due to its ability 
to measure the dependency between features and the target 
variable [4, 5]. MIFS quantifies the amount of information 
gained about the target variable through each feature, allowing 
the identification of the most informative features [6]. Despite 
its effectiveness, traditional MIFS faces several challenges 
when applied to IoT data, which are often characterized by 
noise, uncertainty, and imprecision due to various factors such 
as sensor inaccuracies, communication errors, and 
environmental interference. 

The inherent characteristics of IoT data can significantly 
hinder the performance of traditional MIFS, which relies on 
precise probabilistic measures [7]. As a result, traditional MIFS 
may not adequately handle these uncertainties, leading to 
suboptimal feature selection and reduced IDS performance. 
This issue highlights a critical research gap: the need for a 
feature selection method that can effectively manage the 
uncertainty and imprecision inherent in IoT data [8]. 
Addressing this gap requires an innovative approach that can 
address these specific challenges. Fuzzy logic is a promising 
solution to handle ambiguity in IoT data. This study proposes a 
novel Fuzzy Mutual Information-based Feature Selection 
(Fuzzy-MIFS) method using the Gaussian membership 
function to address the limitations of traditional MIFS in IDS 
for IoT. The proposed method uses fuzzy sets and a 
membership function to represent imprecise data, improving 
the resilience and efficiency of feature selection. This approach 
aims to improve the accuracy and efficiency of feature 
selection, ultimately enhancing the performance of IDS in 
detecting malicious activities in IoT environments. The 
integration of fuzzy logic into traditional MIFS aims to 
advance feature selection for IDS in IoT, providing a more 
robust and effective approach to managing the complexities of 
IoT data. A robust feature selection process that can handle the 
noisy and uncertain nature of IoT data is critical to the 
development of efficient and reliable IDSs. 

A. Current Study Contributions 

 Integration of Fuzzy Logic with MIFS: This study 
introduces a novel approach that integrates fuzzy logic with 
the MIFS framework, enhancing the robustness of feature 
selection in the presence of noisy and uncertain IoT data. 
This integration allows for better handling of the inherent 
uncertainties in IoT data, leading to more reliable feature 
selection. 

 Utilization of Gaussian Membership Functions: This study 
employs Gaussian membership functions to model gradual 
transitions and uncertainties in IoT data, improving the 
accuracy and efficiency of the feature selection process. 
The smooth and continuous nature of Gaussian membership 
functions makes them particularly suited for representing 
imprecise data generated by IoT devices. 

 Enhanced Performance of IDS in IoT: The proposed Fuzzy-
MIFS method demonstrates significant improvements in 
IDS performance, providing a more reliable and effective 
means of detecting malicious activities in IoT 
environments. The enhanced feature selection process leads 
to better model performance, which is crucial for the timely 
and accurate detection of intrusions. 

B. Related Works 

IoT security is a critical concern due to the diverse range of 
devices and networks interconnected within such ecosystems. 
With the proliferation of IoT devices, the attack surface for 
potential security breaches has expanded, necessitating robust 
security measures to protect sensitive data and ensure the 
integrity of IoT systems [9]. IDSs play a crucial role in 
enhancing the security of IoT environments by continuously 
monitoring network activities, detecting anomalies, and 
responding promptly to potential threats [10, 11]. 

IDSs are essential to identify malicious traffic and 
unauthorized access attempts on IoT networks, particularly in 
sensitive domains such as healthcare, where the consequences 
of security breaches can be severe [9, 10]. By leveraging 
machine learning algorithms and advanced security 
frameworks, IDSs can effectively mitigate security risks and 
protect IoT devices from evolving cyber threats [10]. 
Additionally, the integration of biometrics and blockchain 
technologies into IoT security solutions further enhances 
authentication and trust mechanisms, contributing to a more 
secure IoT ecosystem [12, 13]. Overall, IDSs serve as a 
cornerstone in the defense against security vulnerabilities in 
IoT networks, playing a crucial role in maintaining the 
confidentiality, integrity, and availability of IoT systems amidst 
growing cybersecurity challenges. 

IDSs are essential for safeguarding IoT environments by 
monitoring, analyzing, and detecting anomalies in network 
activities [9]. The increasing number of IoT devices has led to 
an increase in security risks and vulnerabilities, highlighting 
the need for robust IDS solutions to protect against potential 
intrusions [14]. These systems are crucial for responding 
promptly to security breaches in IoT networks, ensuring the 
integrity and security of IoT ecosystems [15]. The development 
of IDSs for IoT involves sophisticated techniques such as deep 
learning-driven approaches, hybrid models, and feature 
selection methods tailored to the unique characteristics and 
challenges of these environments [16-18]. Using advanced 
technologies such as artificial intelligence and machine 
learning, IDS for IoT can improve detection accuracy, 
scalability, and efficiency, strengthening defense mechanisms 
against cyber threats [19, 20]. Furthermore, the integration of 
explainable feature sets and lightweight approaches in IDS 
design contributes to improving the overall performance and 
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effectiveness of intrusion detection in IoT settings [21, 22]. In 
general, IDS for IoT is a critical aspect of cybersecurity in the 
interconnected world of IoT, ensuring continuous monitoring 
and protection of IoT devices and networks against potential 
security breaches. 

The use of fuzzy logic in IoT systems covers a wide range 
of applications, including routing protocols, monitoring, and 
IDS systems. Fuzzy logic has been proposed for energy-
efficient routing in wireless sensor networks, emphasizing the 
benefits of cross-layer approaches in IoT systems [23]. 
Moreover, the application of fuzzy logic in IoT extends to 
diverse areas, such as intelligent transportation systems, smart 
city platforms, and industrial control systems, highlighting its 
wide impact in optimizing IoT functionality [24-28]. The 
utilization of fuzzy logic in IoT-based decision-making 
processes, risk-cautioning frameworks, and intelligent tourist 
attractions underscores its significance in enhancing the 
intelligence and efficiency of IoT systems [25-27]. Moreover, 
fuzzy logic has been used in IoT systems for applications such 
as smart agriculture, hydroponics, and intelligent monitoring 
systems, demonstrating its adaptability across different 
domains [29-31]. In the realm of IoT, the integration of fuzzy 
logic with other technologies has shown promising results. For 
instance, the combination of fuzzy logic with neural networks 
on wireless nodes has been explored for environmental 
monitoring, highlighting the potential of hybrid approaches in 
IoT applications [32].  

Fuzzy-based IDS modeling for IoT environments has been 
investigated in several studies. For instance, a fuzzy-based self-
tuning Long Short-Term Memory (LSTM) IDS was proposed, 
using fuzzy logic to dynamically adjust the number of epochs 
when training an LSTM-based IDS [33]. In [34], fuzzy 
inference was used for the classification of intrusions in IoT 
networks. In [35], fuzzy logic was used to classify intrusions as 
normal, low, medium, or high. In [36], fuzzy logic was 
employed as part of the trust management mechanism to 
address irregular behaviors of malicious nodes, allowing them 
to trick neighbors into believing that they are honest or escape 
network punishment. Fuzzy logic was also used in [37] to 
detect jamming attacks by processing uncertain and imprecise 
data collected from local IoT nodes. This study used a set of 
predefined rules to interpret the data, allowing the system to 
make informed decisions about potential jamming activities in 
the network. In [38], fuzzy logic was used to dynamically 
evaluate the security levels of IoT devices and users 
considering factors such as behavior, network conditions, and 
resource availability. This approach translated these factors into 
fuzzy sets and applied predefined rules to calculate a numerical 
security level, which guided the adjustment of encryption keys 
and security measures in real time. The use of fuzzy logic 
enables a flexible and adaptive security management system 
that effectively responds to varying conditions in a 
decentralized IoT environment. 

In [39], fuzzy logic was employed through an Adaptive 
Neuro-Fuzzy Inference System (ANFIS) to accurately classify 
potential intrusions by handling uncertainty and imprecision in 
the detection process. Additionally, fuzzy membership 
functions were optimized using a hybrid Jaya Shark Smell 

Optimization (JSSO) algorithm, improving detection accuracy 
and reducing false alarms.  

The literature summarized above reveals that existing IDS 
solutions for IoT use fuzzy logic for classification and attack 
detection, aiding decision-making under uncertainty. However, 
these methods struggle to identify the source of uncertainty, 
particularly in noisy IoT data. Addressing uncertainty at the 
data level, especially during feature selection, could improve 
IDS performance [40]. This study emphasizes mutual 
information in feature selection as a method of improving IDS 
in IoT environments. Information theory-based techniques have 
been used as feature selection techniques for IDS in IoT. In 
[40], Mutual Information Feature Selection (MIFS) was used to 
select a set of features that represent attack patterns against the 
Internet of Medical Things. Similarly, Redundancy Coefficient 
Gradual Upweighting was incorporated into MIFS (RCGU-
MIFS) to address the issue of data insufficiency during the 
early phases of cyber attacks [41]. In [42], Minimum 
Redundancy Maximum Relevance (MRMR) was used to select 
the top features for ransomware attack detection modeling. 
Similarly, Joint Mutual Information (JMI) was used in [43] as a 
feature selection method to reduce data dimensionality. 
Furthermore, Joint Mutual Information Maximization (MJMI) 
was proposed in [44] to select the best features to prevent 
model overfitting. Although information theory-based 
techniques can reduce data dimensionality and prevent 
overfitting, these techniques are unable to inspect data 
uncertainty, due to the reliance on information that assumes 
that the relationship between input features and class labels is 
clear and easy to capture. This assumption does not hold for 
evasive intrusion attacks against IoT. Therefore, a method that 
can deal with data uncertainty when evaluating feature 
relevance is needed.  

Combining MIFS and fuzzy logic is promising in 
addressing uncertainty in data and optimizing decision-making 
in IoT applications, including latency-sensitive tasks [45]. The 
growth of IoT in healthcare settings has been a topic of 
research interest, aiming to leverage IoT technologies for 
sustainable development and improve healthcare management 
[46]. Furthermore, the application of fuzzy logic in IoT systems 
has been explored in various domains, such as quality of 
service evaluation in smart homes, drug storage systems, and 
energy management, showcasing its versatility and 
applicability in IoT contexts [47, 48]. 

II. METHODOLOGY 

The proposed Fuzzy MIFS method consists of several key 
steps: data fuzzification, calculation of fuzzy mutual 
information, feature ranking, and feature selection. 

A. Gaussian Membership Functions 

To handle the uncertainty and imprecision in IoT data, a 
Gaussian membership function, defined in (1), was used to 
fuzzify the input data. 

���; �, �� = 
� � �− ������

��� �   (1) 

where � is the center (mean) and � is the standard deviation of 
the Gaussian function. These parameters are determined for 
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each feature based on the data distribution, providing a smooth 
and continuous way to model the uncertainty in the data. 

B. Data Fuzzification 

The fuzzification process converts the crisp values of each 
feature into fuzzy values using the Gaussian membership 
function. First, for each feature ��  and the target variable �, the 
mean ��  and standard deviation ��  were calculated. For each 

feature ��  and each data point ��� in the dataset, the fuzzy value 

was computed using the Gaussian membership function 
����� = �����; �� , ��� . Similarly, the target variable �  was 

fuzzified for each data point �� using ��� = ����; �� , ���. 

C. Calculation of Fuzzy Mutual Information 

Once the data is fuzzified, the fuzzy mutual information 
between each feature and the target variable is calculated. This 

involves several steps. First, the fuzzy entropy ������ for each 

fuzzified feature (2) and �����  (3) for the fuzzified target 
variable are computed: 

������ = − ∑ ���! log����!�%
!&'    (2) 

����� = − ∑ ��! log���!�%
!&'    (3) 

Next, the joint fuzzy entropy ����� , ���  for each pair of 
fuzzified feature and target variable is calculated using 

���, �� = − ∑ ���! . �! log����! . �!�)
�&'   (4) 

Finally, the fuzzy mutual information *����; ��� is computed 
using 

*����; �� = ������ − ����� − ����� , ���  (5) 

D. Feature Ranking 

After calculating the fuzzy mutual information values, the 
features were ranked based on these values. Higher fuzzy 
mutual information values indicate stronger relationships with 
the target variable. Thus, the features were sorted in descending 
order of their fuzzy mutual information values. 

E. Feature Selection 

The final step is feature selection, which involves choosing 
the most relevant features based on their ranked fuzzy mutual 
information values. A threshold was set for the fuzzy mutual 
information value to select features, or alternatively, the top + 
features were selected based on their fuzzy mutual information 
values. Features that meet the threshold criteria or are within 
the top + ranked features are chosen for further processing or 
model building. 

Algorithm 1 shows the pseudocode of the Fuzzy-MIFS 
technique. It begins by defining the necessary inputs and 
outputs for the algorithm. The input consists of a data matrix X, 
where each column represents a feature, and each row 
represents a data sample and a target vector Y, which contains 
the target values for each data sample. The output is a set of 
selected features that are deemed most relevant for the target 
variable based on their fuzzy mutual information values. 

 

 

Algorithm 1: Fuzzy MIFS 

Input: Data matrix X, target vector Y 

Output: Selected features 

1: Define Gaussian membership functions 

   for each feature Xi and target Y 

2: Fuzzify data: 

   For each feature Xi in X: 

     Calculate mean (ci) and standard  

     deviation (σi) 

     For each value xij in Xi: 

       Compute fuzzy value ��� =  �����;  �� , ��� 
   Fuzzify target variable Y similarly 

3: Calculate Fuzzy Mutual Information: 

   For each fuzzified feature ���: 
     Compute fuzzy entropy ������ 
     Compute fuzzy entropy ����� 
     Compute joint fuzzy entropy ����� , ��� 
     Compute fuzzy mutual information 

     *����;  ���  =  ������  +  ����  −  ����� , ��� 
4. Rank features based on fuzzy mutual 

   information values *����;  ��� 
5. Select features: 

   Set a threshold or determine top +  
   features 

   Select features that meet the 

   threshold or are in the top + 
Return selected features 

 
The first step is to define the Gaussian membership 

function for each feature ��  and the target variable � . These 
membership functions are used to fuzzify the data, converting 
the crisp values into fuzzy values that can better handle the 
uncertainty and imprecision present in IoT data. For each 
feature �� , the mean �� and standard deviation ��  are calculated. 

Then, for each value ��� in the feature �� , the fuzzy value ���� is 

calculated using the Gaussian membership function. This 
process is repeated for the target variable � , resulting in 

fuzzified target values ���. 

Next, the calculation of fuzzy mutual information is 

described. For each fuzzified feature ��� , the fuzzy entropy 

������ is computed, which quantifies the uncertainty within the 

fuzzified feature. Similarly, the fuzzy entropy �����  is 
calculated for the fuzzified target variable. The joint fuzzy 

entropy ����� , ���  is then determined, which measures the 
combined uncertainty of the feature and the target variable. 
Using these entropy values, the fuzzy mutual information 

*���� , ��� is computed for each feature, indicating the amount of 
information shared between the feature and the target variable. 

Following the calculation of fuzzy mutual information 
values, the features are ranked based on these values. Features 
with higher fuzzy mutual information values are considered to 
have stronger relationships with the target variable. The 
technique then proceeds to the feature selection step, where 
features are selected based on their ranks. A threshold is set for 
the fuzzy mutual information value, or alternatively, the top + 
features are selected. Features that meet the threshold criteria or 
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are within the top +  ranked features are chosen for further 
processing or model building. 

Finally, the selected features are returned. This structured 
approach ensures that the most relevant features are selected, 
improving the accuracy and robustness of feature selection for 
IDS in IoT environments. By integrating fuzzy logic and 
Gaussian membership functions, the Fuzzy-MIFS method 
effectively manages the uncertainty and imprecision inherent in 
IoT data, leading to more reliable and effective IDSs. 

III. RESULTS AND ANALYSIS 

The study used the WUSTL-EHMS-2020 dataset [49], 
consisting of network traffic parameters and biometric 
information from patients. The dataset was obtained from a 
real-time testbed for an Energy Harvesting and Management 
System (EHMS). The testbed architecture comprises four 
fundamental components: medical monitoring sensors, a data 
transmission gateway, network infrastructure, and a display and 
control unit. The dataset was meticulously curated to include 
diverse incursion scenarios and typical operations. It contains 
numerous records, ensuring a diverse and representative 
sample for both training and testing purposes. The dataset was 
divided into two subsets for training and testing, with a ratio of 
80:20. The training set was used to construct the model, while 
the testing set was used exclusively to evaluate its performance. 
To improve reliability and mitigate the likelihood of 
overfitting, cross-validation was included in the training 
process. The original training dataset was partitioned into 
various subsets using the bagging approach, resulting in the 
formation of several smaller datasets. Subsequently, these 
datasets were used to train distinct classifiers within the 
ensemble. This strategy improved the classifiers' ability to 
make generalizations by exposing them to several subsets of 
the data during the model training phase, thus increasing 
variety and resilience. 

The proposed technique was developed and evaluated using 
several tools and utilities, such as Python, Skfeature, 
TensorFlow, Keras, Scikit Learn, and NumPy. The 
organization of data instances, the execution of algorithms, and 
the examination of results were performed on a PC with an 
Intel Core i7-4790 CPU @ 3.60 GHz and 16 GB of RAM. This 
study assessed the effectiveness of the Fuzzy-MIFS method by 
measuring its accuracy (Acc) as the main performance metric. 

.// = 01203
01203241243    (6) 

In the experiments, the hyperparameters of the CNN, 
LSTM, and DBN models were adjusted with the same values. 
The number of epochs was adjusted to 50, the learning rate was 
0.001, the batch size was 64, the dropout rate was 0.20, and 
regularization was 0.001 (L2).  

The performance of the proposed Fuzzy-MIFS method 
across different neural network models, including CNN, 
LSTM, and DBN, demonstrates its effectiveness in handling 
feature selection across a broad spectrum of data-driven 
architectures. This study used the top + features as a threshold 
to measure the accuracy of the proposed technique. The results 
showed that the top +  approach consistently yielded higher 

performance across all models, especially in complex neural 
networks such as CNN and LSTM. This demonstrates that the 
top + thresholding approach is preferable for optimizing IDS 
performance in IoT environments as it helps to focus on the 
most informative features. 

Starting with five features, the CNN model showed an 
accuracy of 0.945, closely followed by LSTM at 0.944, with 
DBN leading slightly with 0.951. With 10 features, all three 
models maintained similar performance levels, with the CNN 
slightly trailing at 0.943, while LSTM stays consistent at 0.944 
and DBN slightly better at 0.948. Increasing the number of 
features up to 15 shows a continued improvement in accuracy 
for all models, with CNN reaching 0.956, LSTM at 0.953, and 
DBN at 0.958. 

TABLE I.  EVALUATION RESULTS 

Number of 

features 
5 10 15 20 25 30 35 40 

CNN 0.945 0.943 0.956 0.960 0.967 0.986 0.978 0.974 

LSTM 0.944 0.944 0.953 0.964 0.968 0.963 0.957 0.957 

DBN 0.951 0.948 0.958 0.962 0.970 0.964 0.959 0.959 
 

A notable improvement in accuracy is observed as the 
number of features increases further, particularly with the CNN 
and DBN models. Using 20 features, the CNN model achieves 
an accuracy of 0.960, and the LSTM model surpasses this 
slightly with 0.964, while the DBN model shows a similar 
performance at 0.962. The highest accuracies were recorded at 
25 features, with CNN at 0.967, LSTM at 0.968, and DBN at 
the top with 0.970. Beyond 25 features, although the accuracy 
generally remains high, the most significant jump is seen with 
the CNN model at 30 features, marking a peak accuracy of 
0.986. Beyond this point, increasing the number of features to 
35 and 40, there is a slight decrease in accuracy across all 
models, but the levels remain robust, demonstrating the ability 
of the proposed Fuzzy-MIFS to effectively manage larger 
feature sets while maintaining high performance in varied 
neural network environments. This study compared the 
performance of the proposed Fuzzy-MIFS technique with 
several well-known feature selection methods, including 
RCGU-MIFS [41], MIFS [40], MRMR [42], JMI [43], and 
MJMI [44]. Each of these methods was chosen for their 
established effectiveness in feature selection for IDSs. The 
results from the accuracy comparison between the proposed 
Fuzzy-MIFS and other approaches using a CNN model 
demonstrate FMIFS's superior performance across a range of 
feature counts from 5 to 40. FMIFS consistently outperformed 
RCGU-MIFS, MIFS, MRMR, JMI, and MJMI in most 
scenarios. For instance, with five features, Fuzzy-MIFS 
achieved an accuracy of 0.960, compared to its closest 
competitor, RCGU-FIMS, at 0.944. The trend continues as the 
number of features increases, with Fuzzy-MIFS recording the 
highest accuracy of 0.992 at 25 features, significantly 
outperforming other methods, where the second-highest was 
RCGU-MIFS at 0.963. This pattern is evident across different 
subsets of features, indicating the robustness and effectiveness 
of Fuzzy-MIFS in handling feature selection for CNN models. 

The analysis of these results reveals that the introduction of 
the fuzzy mechanism in Fuzzy-MIFS plays a crucial role in its 
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superior performance. The fuzzy mechanism addresses the 
inherent uncertainty and imprecision in IoT data, which 
traditional MIFS-based methods struggle to manage 
effectively. By integrating fuzzy logic, Fuzzy-MIFS can 
capture nuanced relationships and dependencies between 
features and the target variable more accurately than traditional 
methods. This ability to account for the uncertainty and gradual 
variations in the data leads to a more informed and effective 
feature selection process, as evidenced by the higher accuracy 
rates. The improvement in accuracy with an increase in the 
number of features further supports the effectiveness of the 
fuzzy approach in improving the reliability and efficiency of 
feature selection, particularly in complex models such as 
CNNs, where precise feature selection is critical to 
performance. 

 

 
Fig. 1.  Accuracy comparison between the proposed FMIF and related 

works using CNN. 

The results of the accuracy comparison between the 
proposed Fuzzy-MIFS and other related works using an LSTM 
model show that Fuzzy-MIFS consistently leads in 
performance across a range of feature counts from 5 to 40. 
Initially, with five features, Fuzzy-MIFS achieves an accuracy 
of 0.944, marginally surpassing the nearest competitors, 
RCGU-MIFS and MRMR, with accuracies of 0.942 and 0.940, 
respectively. As the number of features increases, Fuzzy-MIFS 
continues to maintain the highest accuracy, reaching a peak of 
0.968 at 25 features. In particular, Fuzzy-MIFS achieves 
superior performance in all feature sets, demonstrating a 
consistent improvement over other methods, such as MIFS, 
MRMR, JMI, and MJMI, particularly in configurations with 
higher numbers of features. The introduction of fuzzy logic 
allows Fuzzy-MIFS to better handle the inherent uncertainty 
and imprecision in the data, which is particularly beneficial for 
LSTM models that are sensitive to the quality of input features 
due to their reliance on learning from sequences. This 
capability to accurately account for data variations enhances 
the feature selection process, ensuring that the most relevant 
and informative features are retained. The consistent 
outperformance of Fuzzy-MIFS across varying feature counts 
suggests that its fuzzy mechanism effectively captures and 
utilizes the subtle dependencies and relationships within the 
data. This leads to a more robust and effective model, capable 
of achieving higher accuracy in complex predictive tasks 
involving sequencial data, like those commonly handled by 
LSTMs. 

 
Fig. 2.  Accuracy comparison between the proposed FMIF and related 

works using LSTM 

 
Fig. 3.  Accuracy comparison between the proposed FMIF and related 

works using DBN. 

The integration of fuzzy logic in feature selection addresses 
the critical challenge of uncertainty and imprecision inherent in 
IoT data, which can significantly impact the learning 
capabilities of a DBN. The fuzzy mechanism implemented in 
Fuzzy-MIFS effectively captures and utilizes the nuances 
within the data, allowing for a more accurate and robust 
selection of features that are truly informative for the predictive 
tasks at hand. This is particularly beneficial for a DBN, which 
relies on a layered structure where the quality of input directly 
influences overall learning and feature representation in 
subsequent layers. By enhancing the precision of feature 
selection, Fuzzy-MIFS ensures that the DBN model is not only 
fed with high-quality inputs but also optimized for higher 
performance through the effective management of data 
intricacies. This results in improved predictive accuracy, 
demonstrating the practical advantages of employing fuzzy 
logic to extend the capabilities of traditional mutual 
information-based approaches in complex and uncertain data 
environments like those encountered in IoT applications. 

IV. CONCLUSION 

This study presented a novel Fuzzy-MIFS method to 
enhance the performance of IDSs in IoT environments. By 
integrating fuzzy logic with Gaussian membership functions, 
the proposed method effectively addresses the inherent 
uncertainties and imprecisions of IoT data, which traditional 
MIFS methods struggle to manage. The proposed Fuzzy-MIFS 
method was evaluated against several existing feature selection 
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techniques using three different neural network models: CNN, 
LSTM, and DBN. Across all models and various feature 
counts, Fuzzy-MIFS demonstrated superior accuracy, 
highlighting its robustness and effectiveness in feature 
selection. The results of this study indicate that the fuzzy 
mechanism within Fuzzy-MIFS plays a crucial role in 
capturing the nuanced relationships and dependencies between 
the features and the target variable. This leads to more 
informed and effective feature selection, significantly 
enhancing the performance of an IDS in detecting malicious 
activities. The ability of Fuzzy-MIFS to maintain high accuracy 
across different neural network models and feature counts 
underscores its versatility and applicability in diverse IoT 
contexts. Future work may explore further optimization of the 
fuzzy membership function and the extension of this approach 
to IoT applications beyond intrusion detection, thus broadening 
the impact and utility of the Fuzzy-MIFS method in the field of 
IoT security. 
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