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ABSTRACT 

Social networks have become increasingly influential in shaping political and governmental decisions in 

Middle Eastern countries and worldwide. Facebook is considered one of the most popular social media 

platforms in Iraq. Exploiting such a platform to assess the performance of institutions remains 

underutilized. This study proposes a model to help institutions, such as the Iraqi Ministry of Justice, 

evaluate their performance based on sentiment analysis on Facebook. Different machine learning 

algorithms were used, such as Support Vector Machine (SVM), Logistic Regression (LR), Extreme 

Gradient Boosting (XGBoost), Naive Bayes (NB), and Random Forest (RF). Extensive experimental 

analysis was performed using a large dataset extracted from Facebook pages belonging to the Iraqi 

Ministry of Justice. The results showed that SVM achieved the highest accuracy of 97.774% after retaining 

certain stop words, which proved to have a significant impact on the accuracy of the algorithms, ensuring 

the correct classification of comments while preserving the sentence's meaning. 

Keywords-sentiment analysis; social media; facebook ;machine learning; TF-IDF 

I. INTRODUCTION  

Social networks have become an essential part of modern 
life, changing the way people connect, interact, and obtain 
information. It allows people to broadcast their thoughts, 
experiences, and interests to a global audience. The ability of 
users to create, share, and interact with content provides 
numerous benefits to individuals and businesses [1, 2]. Social 
media are one of the important parts of human life that has to 
do with social activities in the modern world and benefit 
decision-making, communication, information, interchange, 
and business marketing [3, 4]. It is one of the fundamental 
components in the digital age, providing data about customer 
likes, dislikes, etc. on various products and services. 
Companies and organizations have realized the importance of 
social media data in formulating effective marketing strategies, 
improving customer satisfaction, and building brand reputation 
[5]. Exploiting such data in various fields could be valuable to 
decision-makers. However, manually analyzing large amounts 
of social media data can be a challenging task that requires 
significant time, resources, and expertise. 

Social media platforms have a measurable effect on shaping 
public discourse, particularly in issues related to governance 
and politics [6]. For institutions such as the Iraqi Ministry of 
Justice, these platforms offer valuable insight into the 
collective thoughts of the public. By actively following 
discussions on platforms such as Facebook, Twitter, and 
Instagram, the Ministry can stay informed about the public's 
views and concerns on legal and political issues in real time. 
By analyzing these data, organizations can tailor their policies 
according to public preferences, conduct surveys on legal 
issues, and provide legal advice. Social media act as a 
transparent channel of communication, promoting the 
interaction between citizens and the government and 
facilitating participation in decision-making processes. 
Facebook is one of the most popular social media platforms in 
Iraq [7]. More people have been involved in politics since the 
introduction of Facebook, as they receive news updates directly 
from political pages instead of using the Internet or television 
[8]. This study aimed to analyze the opinions of people on 
Facebook. Many studies have analyzed the contents of such 
platforms [8-16]. However, the Iraqi dialect for assessing Iraqi 
institutions remains largely untapped.  
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Machine learning has emerged as a powerful tool in various 
industries, revolutionizing the way data are processed, 
analyzed, and utilized [17]. By leveraging sophisticated 
algorithms and statistical models [18], machine learning 
enables systems to automatically learn from data, identify 
patterns, and make predictions or decisions with minimal 
human intervention [19]. In fields such as finance, healthcare 
[20, 21], marketing, and cyber security, machine learning 
techniques have been instrumental in extracting valuable 
insights from large datasets, improving efficiency, and driving 
innovation. Sentiment analysis is a specific application of 
machine learning and Natural Language Processing (NLP) that 
uses contextual mining to identify and extract subjective data 
from textual content, allowing businesses to understand social 
sentiment in their products or services [22]. Many people 
express their feelings online via social media channels. As a 
result, the data collected by these platforms can be used to 
analyze the attitudes expressed by users on various apps [23]. 
Using machine learning to assess and anticipate performance 
metrics, institutions can improve their efficiency, 
competitiveness, and long-term sustainability. 

This study presents an approach for evaluating the 
performance of institutions, such as the Iraqi Ministry of 
Justice, using Facebook comments. The main contributions of 
this study are as follows: 

 Develop a predictive model to assess the performance of 
institutions under the Iraqi Ministry of Justice. 

 Collect and extract a public dataset. 

II. LITERATURE REVIEW 

Several studies have explored text classification in many 
types of text data, such as news, social media postings, and 
political publications, in different text languages. In [8], a 
system was presented to extract public opinions about the Iraqi 
government and politicians, analyzing comments on Facebook, 
employing three machine learning algorithms: Naïve Bayes 
(NB), K-Nearest Neighbor (KNN), and AdaBoost ensemble. 
Within the NB approach, two models were implemented: 
Bernoulli and multinomial models. The NB algorithm using the 
multinomial model achieved the highest accuracy (94%). In 
[9], the challenge of sentiment analysis in Arabic, due to its 
linguistic complexities, was addressed using a model that 
combined a CNN layer for local feature extraction with two 
LSTM layers to capture long-term dependencies. This new 
method achieved an impressive accuracy of 90.75% over a 
wide range of applications on different datasets. In [10], the 
challenge of analyzing sentiment in Arabic text, especially in 
noisy social media contexts such as Twitter, was addressed 
using a method based on the Discriminant Multinomial NB 
(DMNB) approach combined with N-gram tokenizer, 
stemming, and TF-IDF techniques. The DMNB classifier 
performed remarkably well, outperforming previous methods 
by achieving an accuracy improvement of 0.3%. A relevant 
study was also presented in [11], comparing three classifiers: 
Logistic Regression (LR), KNN, and Decision Tree (DT). The 
results showed that LR achieved the highest accuracy (93%), 
especially on large datasets, outperforming the other classifiers. 

In [12], a method was proposed that involved the need for 
sentiment analysis on social media to better understand 
people's feelings and opinions on a variety of public topics, 
including women's rights and violence against women. Various 
traditional classification algorithms, such as KNN, Support 
Vector Machine (SVM), NB, and DT, were examined, with 
SVM yielding the most promising accuracy of 78.25%, while 
NB performed the poorest. In [13], the difficulty of analyzing 
Arabic tweets about COVID-19 for sentiment and topic 
classification was examined. A machine learning system that 
included sentiment analysis and topic categorization was 
presented. Sentiment analysis algorithms were developed and 
evaluated on a dataset obtained by KAUST, achieving a high 
F1-score of 97% with the NB classifier. For topic 
classification, an LSTM model was trained and tested using the 
AITD dataset, achieving an F1-score of 93%. In [14], it was 
stated that there is a lack of comprehensive comparative studies 
on the evaluation of time complexity in Arabic sentiment 
analysis using machine learning and deep learning models. 
This gap hinders the understanding of the computational 
efficiency of these algorithms for processing Arabic text. This 
study empirically determined the time complexity of seven 
popular machine learning algorithms to classify positive and 
negative Arabic sentences. This study collected Twitter data in 
Arabic, trained MLP, SVM, and LR models, and evaluated 
their time complexity to assess computational efficiency. SVM 
achieved the highest accuracy of 81%. 

In [15], a comprehensive framework was presented to 
tackle the difficulty of interpreting emotions conveyed in 
Arabic tweets about the COVID-19 outbreak in Saudi Arabia, 
using two deep learning methods: Bi-directional Long-Short-
Term Memory (BiLSTM) and Convolutional Neural Networks 
(CNN). The results showed that the CNN and BiLSTM models 
performed admirably, with 92.80% and 91.99% accuracy, 
respectively. In [16], a system was presented to analyze 
sentiments on social media during the global World Cup event, 
especially on platforms such as Twitter. This study aimed to 
measure the feelings toward the Qatar World Cup 2022 among 
Twitter users in Arab countries. A dataset was created, 
focusing on countries such as Egypt, Oman, Syria, Palestine, 
Algeria, Kuwait, Iraq, Sudan, Saudi Arabia, Jordan, Bahrain, 
Qatar, Yemen, and the United Arab Emirates. Using LR, 
Random Forest (RF), NB, and SVM, the results showed that 
LR performed best with 93% accuracy in sentiment analysis. 

Despite the challenges of the Arabic language, it is 
important to recognize the benefits of methods to overcome 
obstacles. This study uses Facebook to assess the performance 
of government institutions in Iraq. Most studies have looked at 
text classification and sentiment analysis in different areas, 
such as news, social media posts, political publications, and 
COVID-19 sentiments. However, they have not focused much 
on using these methods to evaluate institutional performance. 

III. SYSTEM MODEL 

The approach followed to perform sentiment analysis on 
Iraqi Arabic datasets consists of five phases, as shown in 
Figure 1. The first step was to acquire data from Facebook. The 
dataset was subsequently cleaned and labeled. After that, data 
preprocessing and TF-IDF were applied to convert the text into 
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vectors. Then, LR, RF, Extreme Gradient Boost (XGBoost), 
and NB were implemented to classify Facebook comments as 
positive or negative. Lastly, the performance of these models 
was evaluated using precision, accuracy, F-score, and recall. 

 

 
Fig. 1.  The main steps of the proposed approach with its input and output. 

A. Data Pre-processing 

As this study deals with the noisy nature of the Arabic 
language on Facebook, the data need to be pre-processed to 
reduce the vast number of vocabulary words to be later used as 
features [24]. Text preprocessing is the most crucial step in any 
text classification system, as it can filter text by eliminating 
unwanted words and transforming words into appropriate 
representations. The steps involve pre-processing the dataset 
with the use of several libraries and tools, such as the Natural 
Language Toolkit (NLTK), which is a Python-based collection 
of applications and tools for statistical and symbolic NLP [25]. 
NLTK supports many tasks, such as classification, tagging, 
parsing, stemming, semantic reasoning, and tokenization [26]. 
Text preprocessing included the following operations: 

 Normalization - Remove diacritics (Tashkeel). Diacritics 
are tiny markings applied to Arabic writing to represent 
vowels and other phonetic qualities. In text normalization, 
these diacritics were removed to simplify the text and 
reduce its complexity. Diacritics include symbols such 
as  ً◌  ٌ◌  ٍ◌  َ◌  ُ◌  ِ◌  ّ◌  ْ◌ and others. These marks are often used 
in educational texts or poetry to aid pronunciation but are 
not essential for understanding the text. 

 Restoring certain characters: Some characters in Arabic text 
may have variant forms, which are employed in specific 
circumstances or for historical reasons. For example:  

a) "اّ ,أ, إ" is typically replaced with "ا". 

b) "ئ,ؤ"  is usually replaced with "ء". 

c) "ي" is typically replaced with."ى"  

These replacements were made to standardize the text and 
simplify processing, as the alternative forms are not 
commonly used in modern Arabic writing. These 
normalization steps ensure that the text is in a consistent 
and simplified form, which is more suitable for further 
processing and analysis, such as text classification tasks. 

 Remove punctuation, repeated characters, duplicates, and 
stop words: In NLP, stopped words are meaningless words 
such as pronouns, prepositions, conjunctions, etc. These 
words were removed to decrease the amount of data and 
improve the efficiency of the algorithms used. However, it 
was observed that some stopped words affect the meaning 
of the sentence, and there was a difference in accuracy 
when deleting all stop words for Modern Standard Arabic, 
as accuracy increased when keeping stop words such as (ل���م 
لا ,لي������س  Repetitive letters in one word, such as .(غ����ير ,
 but some words ,(فاش�������ل) were deleted to become ,(فااااش�������ل)
consist of two similar letters, so deleting the repetition of 
the letter such as (ممت���ازة , ممت���از , ممن��ون, ممن��وع , سياس���������������يين , 
 .etc.) was excluded, مم���يز ,متك������رر, متش������دد , متك������رر ,نناش�������د
The punctuation marks were also deleted from the sentence 
because they do not express any analysis of feelings such as 
(#, @, $, %, &, |, etc.). Finally, the repetition of the word in 
one sentence was deleted to reduce the size of the data. 

 Clean comment: The data cleaning step included deleting 
numbers and excess space in comments [27]. 

 Tokenization: This step divided the words in one sentence 
to benefit from them in the next step to compile the text. 

 Stemming: This is a crucial pre-processing approach that 
improves the model's performance by removing words' 
affixes and reducing them to their most basic form. 
Stemming aims to alleviate the high dimensionality of text 
data by converting the words to their base forms. This 
reduction in word forms helps create a more manageable 
and less sparse dataset to improve the efficiency and 
effectiveness of text analysis [28]. Table I shows some 
examples. 

TABLE I.  EXAMPLES OF STEMMING COMMENTS 

Comments Stemming 

ازدحام روتين قل ممتاز قرار قرار ممتاز ويقلل الازدحام والروتين  
 جهد مبارك وفق الله قرار عادل جهود مباركة، وفقك الله وسدد قرارك العادل

 رجل شريف وطني الله حفظ وفق عمل الرجل شريف ووطني والله يحفظه ويوفقه عمله

 

B. Feature Extraction 

The Term Frequency-Inverse Document Frequency (TF-
IDF) method uses two factors: the weight associated with the 
single word in the paragraph, used to determine its hesitation, 
and the inverse proportionality to the number of paragraphs in 
the set of paragraphs where the word appeared [30, 31]. The 
most popular technique, which is opposed to the other ways 
that skip this stage, counts the number of times the term 
appears in each document [29]. Since the dataset used is 
textual, it must be represented numerically to be fed into 
machine learning algorithms that will create the appropriate 
classifiers. The TF-IDF weighting system functions by 
assigning a low weight to phrases that are often found in the 
provided corpus. The inverse of the total number of times a 
certain phrase occurs in the corpus is called IDF. When a term 
is multiplied by TF, the outcome indicates how important it is 
to the specific document in question, representing how a phrase 
is document-specific [31]. The primary formula to determine 
the TF-IDF for each phrase in each document is [32]:  
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�� − ��� = �� × ���   (1) 

TF counts the number of times a phrase appears in a 
document. It is always feasible for words to occur more 
frequently in longer texts than in shorter ones since documents 
vary in length. 

TF=  
	
������ �� ��
� � �� ������� � 

����� ���� ! �" � !�# $� %�&�� �� %
  (2) 

The relevance of terms in a text is gauged using IDF. In 
determining TF, each term is given an equal weight. However, 
certain phrases, such as "when", "that is", and "at", despite 
being widespread, lack significant meaning. 

IDF==
'��() ��*�
 �� �������+

,�*�
 �� �������+ -��. ��
� � �� ��
 (3) 

C. Machine Learning Algorithms 

1) Support Vector Machine (SVM) 

The SVM is a linear model that can handle both regression 
and classification problems. SVM examines the data and finds 
the important information inside the input space. Two vectors, 
named classes, contain the imperative data. Every bit of data is 
expressed as a vector and categorized into classes. The border 
between the two classes is then established by the machine 
[26]. SVM creates a model that assigns new instances to one 
class based on a series of training examples classified into one 
of the two groups. Examples are represented as points in the 
feature space [33, 34]. 

2) Naive Bayes (NB) 

NB is usually chosen for classification because of its 
simplicity and quickness. The NB classifier assumes that a 
feature's presence in a class is independent of the presence of 
any other feature. A fruit can be categorized as an apple, for 
instance, if it is spherical, yellow, and has a diameter of around 
three inches. The fact that this fruit is orange and gets its name 
"Naive" is due to all these characteristics, even if they are 
interdependent [35]. In mathematics, using the Bayes theorem, 
for a word / and class 0: 

1(0//) = [1(//0)1(0)]/1(/)  (4) 

The probability of class 0  given word /  is denoted by 
1(0//). 1(/) is the probability of the word /, and 1(0) is the 
probability of class 0. Text classification situations are the main 
focus of the supervised learning technique known as the 
MNBC. This approach uses conditional probability and the 
multinomial distribution concept [36]. The probability 
calculation of the MNBC is shown in [37]. 

3) Extreme Gradient Boost (XGBoost) Classifier 

XGBoost is the third classifier employed in this study [38, 
39]. It is a scalable machine-learning method that has shown 
effectiveness in several data mining and machine-learning 
tasks. The XGBoost model serves as a sentiment analysis 
classifier to attain the best level of accuracy in emotion 
classification [26]. 

4) Random Forest (RF) 

RF is a well-known ensemble learning technique and is 
widely used for both regression and classification tasks [40]. 

To provide a forecast that is more reliable and accurate, RF 
builds an ensemble of DTs or forests. This combination of tree 
predictors is based on the theory that the generalization error of 
the forest converges to a limit as the size of the forest trees 
increases [41]. 

5) Logistic Regression (LR) 

LR is a predictive analytic method for classification issues, 
with its foundation being the idea of probability. LR uses the 
sigmoid function, which is a more intricate cost function. LR 
theory suggests that the cost function should be restricted to 
values between 0 and 1 [42]. 

IV. EVALUATION OF PREDICTIVE MODELS 

A. Data Collection 

Data were collected from the official Facebook page of the 
Iraqi Ministry of Justice using the comment extraction tool 
(Export Facebook Comments) [43]. About 7,716 comments 
were collected, and after cleaning the data from irrelevant 
comments, pictures, and stickers, 5,032 comments remained. 
Subsequently, psychology experts classified the comments into 
3,000 positive comments and 2,032 negative comments. In the 
process of classifying comments, psychology experts utilized a 
systematic approach to discern between positive and negative 
sentiments expressed within them. The comments were 
meticulously analyzed, with positive ones often characterized 
by the presence of encouraging words, such as "  "رائع", "ممتاز"

موفق", , among others. Additionally, expressions of satisfaction, 
enthusiasm, or appreciation contribute to their classification. 
On the contrary, negative comments are identified through the 
usage of critical or disapproving language, such as " فاشل"  ,

محبط"  Instances of dissatisfaction, frustration, or anger ."سيء" , "
are key indicators of negativity. Finally, the comments were 
converted from the dialect to standard Arabic using Google 
Translate. Table II shows the dataset details.  

TABLE II.  DATASETS  DETAILS 

Dataset Positive Negative Total 

Facebook comments 3000 2032 5032 

 

B. Experimental Setup 

All experiments were carried out using Python on a PC 
with an Intel Core i7 3.4 GHz CPU and 16 GB of RAM 
running Windows 10. A 10-fold Cross-Validation (CV) was 
used to provide a balanced evaluation of the generalization 
error, randomly partitioning the total dataset into ten subsets, 
where nine were used for training (90%), and the remaining 
one was used for testing (10%). This technique was performed 
ten times, each time replacing the testing folds. CV is crucial in 
evaluating the reliability of a model and its ability to generalize 
to unseen data. It helps mitigate bias or random variance issues 
and provides a more accurate estimate of model performance 
across multiple tests [44, 45]. 

C. Performance Metrics 

Standard metrics, such as precision, recall, F1-score, and 
accuracy were used to evaluate the performance of the 
prediction models [31, 46, 47]. 
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V. RESULTS AND DISCUSSION 

A. Performance Results by Removing All Stop Words 

Table III shows the performance evaluation results using 
the five machine learning algorithms. 

TABLE III.  PERFORMANCE EVALUATION WHEN 
REMOVING ALL STOP WORDS 

Facebook comments 

CV = 10 

Classifier Precision Recall F1-score Accuracy 

SVM 97.603 97.576 97.58 97.576 
NB 96.902 96.9 96.901 96.9 

XGBoost 95.776 95.747 95.754 95.747 
RF 96.441 96.443 96.441 96.443 
LR 97.292 97.258 97.263 97.258 

 
SVM emerged as the top-performing model with an 

accuracy of 97.58%. Additionally, precision was observed at 
97.60%, with recall and F1-score also at 97.58%. SVM was 
closely followed by LR, with an accuracy of 97.26%, a 
precision of 97.29%, and a recall and F1-score of 97.26%. NB 
achieved an accuracy of 96.90%, with recall, F1-score, and 
precision all at 96.90%. This was slightly higher than for RF, 
which scored 96.44%. In RF, precision, recall, and F1-score 
were all 96.44%. XGBoost demonstrated the lowest accuracy 
among the models at 95.75%, precision of 95.78%, recall of 
95.75%, and F1-score also of 95.75%. In summary, SVM was 
the leading model in this evaluation, followed by LR, NB, RF, 
and XGBoost. When it comes to the factors that should be 
taken into account when selecting a text classification 
technique, SVM is showing signs of outperforming other 
classifiers in text mining applications such as text 
categorization and text filtering [32].  

B. Performance Results with Keeping Some Stop Words 

Table IV presents the performance evaluation results 
achieved by the five machine learning algorithms.  

TABLE IV.  PERFORMANCE EVALUATION WITH KEEPING 
SOME STOP WORDS 

Facebook comments 

CV = 10 

Classifier Precision Recall F1-score Accuracy 

SVM 97.799 97.774 97.778 97.774 
NB 97.042 97.039 97.040 97.039 

XGBoost 96.209 96.184 96.190 96.184 
RF 96.801 96.800 96.801 96.800 
LR 97.452 97.417 97.422 97.417 

 

After retaining some stop words, an increase in accuracy 
was observed across in five algorithms. Again, SVM emerged 
as the best-performing model, achieving an accuracy of 

97.77%, with precision at 97.80%, recall at 97.77%, and F1-
score at 97.78%. Following closely behind, LR achieved an 
accuracy of 97.42%, with precision at 97.45%, and recall and 
F1-score at 97.42%. NB achieved an accuracy of 97.04%, with 
recall, F1-score, and precision all at 97.04%, slightly 
surpassing RF, which scored 96.80%. For RF, precision was 
96.80%, and recall and F1-score were 96.80%. XGBoost 
demonstrated the lowest accuracy of 96.18%, with precision at 
96.21%, recall at 96.18%, and F1-score at 96.19%. In 
summary, SVM was the leading model in this evaluation, 
followed by LR, NB, RF, and XGBoost.  

Analyzing sentiment in Arabic text has been a topic of 
interest in NLP research. Previous studies have focused on 
various methods to accurately classify sentiments, but one 
aspect that has been overlooked is the importance of retaining 
stop words. The results show that retaining some stop words 
improves accuracy and reduces the misclassification of 
sentiments. SVM was the highest-performing model in both 
sentiment analysis approaches, achieving the highest accuracy. 
As shown in Table IV, retaining some stop words increased the 
accuracy of the model and achieved better classification. 

TABLE I.  COMPARISON WITH PREVIOUS STUDIES 

Ref. Dataset Algorithm Accuracy 

[8] 
Facebook 
comments 

Multinomial NB 
KNN 

0.93544 
0.80252 

[9] 

(from 
previously 
published 

works) 

SVM 
NB 

Softmax 
KNN 

CNN–LSTM 

90.75 
88.75 
87.43 
86.83 
90.75 

[10] Arabic tweets DMNB 87.2% 

[11] Arabic tweets 
DT 

KNN 
LR 

74% 
74% 
93% 

[12] Arabic tweets 

SVM 
KNN 
NB 
DT 

78.25% 
75.86% 
71.07% 
75.25% 

[13] Arabic tweets 
NB 

LSTM 
NB + LSTM 

0.97 
0.93 
91% 

[14] Arabic tweets 

LR 
SVM 
DT 
RF 

KNN 
NB 

MLP 

0.79 
0.81 
0.77 
0.79 
0.71 
0.78 
0.77 

[15] Arabic tweets 
CNN 

BiLSTM 
92.80 
91.99 

[16] Arabic tweets 

RF 
LR 

SVM 
NB 

92 
93 
93 
88 

This study 
Facebook 
comments 

SVM 
Naïve Bayes 

XGB classifier 
Random Forest 

Logistic Regression 

0.97774 
0.97039 
0.96184 
0.96800 
0.97417 

 
The efficacy of the proposed model for Arabic sentiment 

analysis was contrasted with previous studies. Several criteria 
were used to choose the earlier studies. The datasets were 
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sourced from Facebook, Twitter, and Instagram, the classifiers 
were machine learning or deep learning algorithms, and the 
datasets contained Arabic language content. Table V shows a 
discernible variance in the accuracy rates. In particular, the 
proposed model exhibited the highest accuracy, reaching 
97.77% when using the SVM algorithm. For example, in [13], 
an accuracy of 97% was achieved using the NB algorithm on 
Twitter data comprising 55,000 instances. Similarly, in [8], 
94% accuracy was achieved using the MNBC algorithm on 
11,000 Facebook comments. In [16], 93% accuracy was 
achieved using LR and SVM on 464,124 tweets. Furthermore, 
a 93% accuracy rate was achieved in [11] when analyzing 
66,666 tweets using LR. In [15], a CNN was used, achieving 
92.8% accuracy on 90,187 Twitter messages. In [9], 90.75% 
accuracy was achieved using SVM. Interestingly, the use of a 
CNN in the same study produced an identical accuracy rate. In 
[10], the DMNB method achieved 87.2% accuracy with a small 
sample of 2,000 Twitter messages. In [14], 81% accuracy was 
achieved with SVM on a dataset of 85,751 tweets. Finally, in 
[12], 78.2% accuracy was achieved using SVM on a dataset 
consisting of 3,700 tweets. This analysis emphasizes the 
gradual improvements and nuances in accuracy rates when 
using different algorithms and dataset sizes. 

VI. CONCLUSION AND FUTURE WORK 

This study presented a method for evaluating institutional 
performance, focusing on the Iraqi Ministry of Justice, using 
sentiment analysis of Facebook comments. It conducted a 
comprehensive experimental study to investigate the 
performance of several machine learning algorithms to 
properly recognize feelings conveyed in the Arabic language. 
Notably, the results showed that preserving some stop words 
improved model accuracy and decreased sentiment 
misclassification. Among these methods, the best-performing 
model was SVM, achieving an accuracy of 97.774%, a 
precision of 97.80%, a recall of 97.77%, and an F1-score of 
97.78%. NB, LR, and RF also performed well, but XGBoost 
had the lowest accuracy. 

Future research should investigate modifications to the 
models and their application to different institutions and 
languages. Furthermore, increasing the number of comments 
and using more deep-learning approaches might increase the 
model's resilience and generalizability. Moreover, adding a 
third classification category for neutral sentiments in addition 
to positive and negative sentiments could provide a more 
nuanced understanding of public perception. Finally, it would 
be interesting to examine other criteria, such as interpretability. 
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