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ABSTRACT 

Today, detecting fake news has become challenging as anyone can interact by freely sending or receiving 

electronic information. Deep learning processes to detect multimodal fake news have achieved great 

success. However, these methods easily fuse information from different modality sources, such as 

concatenation and element-wise product, without considering how each modality affects the other, 

resulting in low accuracy. This study presents a focused survey on the use of deep learning approaches to 

detect multimodal visual and textual fake news on various social networks from 2019 to 2024. Several 

relevant factors are discussed, including a) the detection stage, which involves deep learning algorithms,  

b) methods for analyzing various data types, and c) choosing the best fusion mechanism to combine 

multiple data sources. This study delves into the existing constraints of previous studies to provide future 

tips for addressing open challenges and problems. 

Keywords-misinformation; attention mechanism; fusion methods; social media; vision transformer   

I. INTRODUCTION  

Over the past few decades, fake news has become 
ubiquitous to the point of deceiving the public. When this kind 
of information becomes available, it causes social divisions and 
suspicions in the ruling environment and among individuals [1-
3]. When data about a specific event (correct or incorrect) are 
disseminated, they changes people's beliefs, typically 
emphasizing certain prejudices. Furthermore, deceptive or 
manipulative news seeks to feed widespread ignorance and 
greed to benefit individuals or groups at the expense of society 
[4]. Recently, many social networks have become the first 
choice for transmitting knowledge and exchanging information 
and events, providing platforms for sharing opinions and 
beliefs with others around the world [5-6]. Several studies have 
focused on fake news detection. As a result, specific 
components have been developed, using some classic datasets, 
to provide insight into their issue of interest [7]. Some 
distinctive examples of fake news are the "Zinoviev Letter" [8], 
the fake news on the 2016 elections in the United States [9- 
10], and the untrue environmental report on the spread of fires 
in the Amazon rainforest in 2018 [11]. 

 
Fig. 1.  Google fake news trends [10]. 

Social networks have become an ideal setting for the spread 
of rumors, threatening network order, people's health, and 
social stability [12-13]. Social networks and live streaming 
platforms have become an essential part of daily life. Several 
dictionaries have defined the term fake news [14], which can 
be defined more broadly based on its authenticity or intent [15]. 
One possible explanation for the widespread transmission of 
fake news is a lack of basic knowledge and skills within the 
population. The public is not informed of the legitimacy of the 
information sources and the veracity of the news it reads. 
Another factor is that there is a lack of automatic fact-checking 
procedures. Although few websites have made significant 
efforts to detect fake news, most of them rely on time-
consuming manual methods. It is too difficult to prevent fake 
news since the extensive use of social networks allows the fast 
propagation of disinformation [7, 16]. 
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Fake news detection is an ongoing study subject that can be 
interpreted from several angles. It aims to mitigate the negative 
effects of such news by creating a system that recognizes it 
using techniques, such as Machine Learning (ML), language 
proficiency, optimization algorithms, Deep Learning (DL), and 
others [5, 7]. However, since ML-based systems have several 
constraints, involvig generating a large training dataset and 
selecting appropriate features to best capture the deception, DL 
algorithms have been applied to detect fake news. In particular, 
attention mechanisms have emerged as one of the most potent 
strategies in Natural Language Processing (NLP). They are 
primarily used alongside Recurrent Neural Networks (RNNs) 
to anticipate the most significant information in an input 
sequence, either textual or visual [17]. Fake news providers 
frequently employ written content and visuals or distort facts to 
appeal to readers' psychology and entice and mislead them, 
allowing for quick diffusion. In general, themes on social 
hotspots or disputes include detailed textual descriptions of 
their emotional expression and visual influence on pictures [9]. 
Multimodal knowledge is more difficult to handle than single-
modal knowledge since it requires information fusion 
procedures. Data fusion, decision-making, features, and other 
approaches are examples of information fusion. These 
approaches contain two steps: combining data, information, 
and features from multiple data sources and then processing 
them. As a result, they can provide an additional accurate and 
reliable data representation [18]. 

Table I portrays the most important abbreviations used in 
this paper. This study explored recent suggestive literature on 
fake news detection. In particular, the former focused on 
developing detection systems based on specific characteristics 
of multimodal fake news. The papers were obtained by 
searching for the keywords "fake news" through the search 
engines observed in Table II. Several review studies exist in 
this domain, as evidenced in Table III. The main contributions 
of this review study can be summarized as: 

 Provides knowledge about the specific fake news attributes 
and their corresponding terms. 

 Focuses on detecting multimodal fake news and explaining 
these system's methods to compare them in all stages from 
the perspective of description to detection. 

 Focuses briefly on the DL methods deployed in fake news 
detection models, such as attention mechanisms, CNN, 
ResNet, etc. 

II. NATURAL LANGUAGE PROCESSING 

NLP systems include morphological traits, lexical classes, 
syntactic categories, semantic connections, etc. In principle, 

statistical NLP models can be implemented to determine the 
relevance of these aspects, and so gain a greater understanding 
of the model. In contrast, it is more difficult to explain what 
occurs in a neural network model. Much of the analytical work 
therefore seeks to understand how language ideas, often used as 
features in NLP systems, are captured in neural networks. NLP 
techniques employ attention mechanisms to increase text 
classification accuracy. The attention model aims to improve 
efficiency by predicting the result based on only a few words of 
the input series rather than the complete phrase [19]. 
Furthermore, the development of pre-trained language models 
(e.g., BERT, RoBERTa, and GPT) and their utilization in NLP 
has opened up new ways to categorize fake news [18]. 

TABLE I.  ABBREVIATIONS USED IN THIS PAPER 

Abbreviation Description 

CNN Convolutional Neural Network 
ResNet Residual Neural Network 
RNN Recurrent Neural Network 
ViT Vision Transformers 

BERT Bidirectional Encoder Representation of Transformer 
LSTM Long Short-Term Memory 
NLP Natural Language Processing 
GPT Generative Pre-trained Transformers 
POS Parts of Speech Tagging 

TF-IDF Term Frequency Inverse Document Frequency 
BoW Bag of Words 
GRU Gated Recurrent Unit 

ALBERT 
A Lite Bidirectional Encoder Representation of 

Transformer 

DeBERTa 
Decoding-enhanced Bidirectional Encoder 

Representation of Transformer with Disentangled 
Attention 

RoBERTa 
Robustly optimized Bidirectional Encoder 

Representation of Transformer Pretraining approach 
VGG Visual Geometry Group 
MLP Multi-Layer Perceptron 

DenseNet Densely Connected Convolutional Networks 
Glove Global Vectors 

TABLE II.  SEARCH ENGINES 

Search engine 
Number of 

results 

Selected 

references 
Type 

ACM Digital Library 10,375 
[20, 21] Journals 

[22] Conference 
Science Direct 1043 [23, 24] Journals 
Google Scholar 7854 [9, 25-26] Journals 
ResearchGate 216 [16, 27] Journals 

Scopus 361 [18, 28-30] Journals 

IEEE 75 
[31-33] Conferences 
[34-36] Journals 

MDPI 79 [11, 37] Journals 
Springer 102 [38] Journal 

TABLE III.  EXISTING REVIEWS ON DETECT MULTIMODAL FAKE NEWS 

Reference Datasets 
Word 

Embedding 

Fusion 

Mechanism 

Deep Learning Techniques 

CNN RNN ViT Attention BERT LSTM 

[1] √ √ √ √ √ × √ √ √ 
[2] √ √ × √ √ × √ √ √ 
[3] √ √ √ √ √ × √ √ √ 
[39] √ √ × √ √ × √ √ √ 
[14] √ √ × √ √ × √ √ √ 

This study √ √ √ √ √ √ √ √ √ 
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Within NLP, the word and token features are similar. When 
applying ML algorithms to extract text, it is critical to identify 
the best features. The goal of identifying these traits is to 
develop effective indications that can be generalized for text 
classification. Some of them are mentioned below [40]. 

 n-grams is used to record the dependencies between all 
words that appear sequentially in a sentence structure. 
However, n-grams does not maintain the syntactical or 
semantic relationships of the words.  

 Parts Of Speech (POS) Tagging: POS tagging distinguishes 
the grammatical meaning of words in a sentence putting 
into service particular tags, such as noun, pronoun, verb, 
adjective, adverb, conjunction, etc. 

 TF-IDF: Its value increases linearly with the number of 
times a word appears in the document, but is offset by the 
term's frequency in the body. Although this vectorization is 
effective, the semantic meaning of the words is lost in the 
attempt to convert them to digits. 

 BoW: This approach treats a single news story as a 
document and calculates the frequency count of each word 
to provide a numerical representation of the data. Along 
with data loss, this strategy has other drawbacks. The 
relative position of the words is ignored and contextual 
information is removed. This loss can sometimes be 
significant when weighed against the benefits of processing 
a pleasant level of usage. 

 Word2Vec provides a set of model designs and 
optimizations to extract word embeddings from large 
datasets. Word embeddings learned through Word2Vec are 
more effective in collecting word semantics and leveraging 
word relatedness. 

III. DEEP LEARNING (DL) 

DL networks are given sensory information such as texts, 
photographs, movies, or sounds to simulate the human learning 
process. These networks outperform other cutting-edge 
approaches in several tasks, and as a result, the field has 
expanded enormously [41]. CNN, RNN, LSTM, and GRU are 
some of the conventional DL models used to identify fake 
news. CNN-based techniques can extract relevant information 
from tiny areas but are incapable of dealing with larger 
structural links. Time-series techniques examine the sequential 
spread of misinformation using temporal structural elements 
while ignoring the broader structural characteristics of fake 
news. More importantly, these approaches cannot recognize 
many modes concurrently. For example, existing designs limit 
the ability to expand the detection to other modalities. Current 
fusion algorithms are not particularly sophisticated and cannot 
effectively integrate multi-modal advantages while avoiding 
noises offered by other sources [34]. Transfer learning has 
proven to be indispensable in DL training, as it transfers 
previously learned context knowledge to new designs that 
solve different issues [19]. 

A. Attention Mechanisms 

Attention mechanisms try to deal with input in the same 
way as the human brain/vision would. Human eyesight does 

not analyze the full image at once, instead it concentrates on 
individual areas. This allows the concentrated areas of the 
human visual space to be experienced in high resolution, while 
the surroundings appear in low resolution. Instead of analyzing 
the entire vision space, the brain can examine and narrow down 
the most important elements in a precise and efficient manner. 
This aspect of human eyesight led researchers to design the 
attention mechanism [42]. Attention mechanisms work by 
assigning varying weights to various types of information. 
Thus, assigning more weight to important information draws 
the focus of the DL model. Attention mechanism methods can 
be classified based on four criteria [16]: 

 Softness of attention (deterministic attention): To generate 
the final context vector, the network calculates the average 
of each input weight item. The context vector is a high-
dimensional vector that represents the components or 
sequence of the input factors, and the attention mechanism 
generally seeks to add more contextual information to the 
final context vector. Hard attention (stochastic attention) 
computes the final context vector by choosing pieces 
arbitrarily from the sample set. This decreases the 
computation time. In addition, global and local attention is 
often deployed in computer vision tasks. Global attention is 
like soft attention in that it evaluates all input items. 
However, the former improves soft attention by using the 
output of the current time step rather than the previous one, 
while local attention combines soft and hard attention. This 
technique evaluates a subset of input components at a time, 
overcoming the drawback of hard attention (i.e., being non-
differentiable) while remaining computationally efficient. 

 Attention mechanisms' ability can be classified according to 
their input requirements: item-wise and location-wise. Item-
wise attention necessitates inputs that are directly known to 
the model or generated through pre-processing. However, 
location-wise attention is not implied because the model 
must deal with difficult-to-distinguish input objects. 

 Attention models can work with single and multiple inputs. 
The overall processing strategy for the inputs varies 
between the created models. Most contemporary attention 
networks utilize a single input and process it in two separate 
sequences (i.e., a distinctive model). Certain connections 
exist within sources when recognizing multimodal systems 
(including images and text). Rather than simply splicing 
source features, the co-attention method is followed to 
simulate intense interactions between source features via 
sharing information and generates an attention-pooled 
feature for one modality (e.g., text) based on another one 
(e.g., image). The similarity of data pairs between sources 
is utilized to link them. A self-attention network computes 
attention solely based on model input, reducing the reliance 
on external data. This improves the model's performance in 
images with complicated backgrounds by focusing more on 
certain locations. The hierarchy attention mechanism 
computes weights based on the initial input and several of 
its levels. This attention mechanism is often referred to as 
fine-grained attention in image classification. 
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 Attention structures usually utilize a single output form. It 
processes one characteristic at a time and calculates weight 
ratings. There are two more multidimensional and multi-
head attention systems. Multi-head attention evaluates 
inputs linearly in several groups before combining them to 
compute the final attention weights. This is especially 
advantageous when deploying the attention mechanism in 
conjunction with CNN approaches. Multidimensional 
attention, which is mostly employed for NLP, calculates 
weights utilizing a matrix representation of the 
characteristics rather than vectors. 

Different types of attention mechanisms for computer 
vision can be classified into different categories [36]: 

 Channel attention: This category assumes that in deep 
CNNs, distinct channels in various feature maps frequently 
represent various objects. As a result, channel attention is 
responsible for automatically calibrating the weight of each 
channel. 

 Spatial Attention: This category is similar to channel 
attention. In this case, the attention mechanism is 
responsible for flexibly calibrating the weight of each part 
of the image. This system functions as an adaptive spatial 
area selection process, selecting where to focus. 

 Temporal attention: This category considers data to have a 
time component. Thus, in computer vision tasks, this form 
of attention mechanism is commonly used for video 
analysis. This system operates as a dynamic temporal 
selection process, selecting when to pay attention. 

 Branch attention: This category covers multi-branched DL 
architectures. Branch attention is to adapt to the weight of 
each branch. This mechanism functions as a dynamic 
branch selection process, deciding which branches to pay 
attention to. 

 Channel and spatial attention: This approach functions as a 
dynamic spatial area and object choice procedure, deciding 
what and where to focus attention. 

 Spatial and temporal attention: This system functions as a 
dynamic geographic area and time-frame process to select 
where and when to focus. 

B. Transformers 

Transformers primarily deploy the self-attention 
mechanism to extract fundamental characteristics and have 
enormous promise for widespread use in AI [43]. 
Transformers, compared to RNNs, can attend to full sequences, 
and thus learn long-term connections. Transformers parse text 
in parallel implementing a powerful attention mechanism, 
producing complex and meaningful word descriptions. This 
approach looks at the relationships between textual phrases or 
entities. Many competing models of neural pattern transmission 
contain an encoder-decoder component. The encoder turns an 
endless flow of symbols from the input to a continuous output. 
The decoder then generates an output series involving one 
symbol at a time, using the encoder's continuous form [44]. 
BERT is an encoder layer with a transformer design. Instead of 
a static periodic function in the transformer, BERT learns the 

embedding location. This increases learning effort in the 
relevant step, but additional efforts could be almost completely 
avoided given the number of trainable parameters in the 
encoder [16]. In certain recent-related tasks, BERT-based 
models outperform RNN and CNN networks. The Swin 
transformer broadens the usefulness of the transformer, 
transferring its outstanding performance to visual surroundings, 
addresses the shortage of CNNs for global information feature 
extraction, and, with its unique window mechanism, 
substantially reduces the computational cost of self-attention 
and solves the challenge of secured token scale, which has 
become the general core of computer vision research [37]. 
ALBERT is a more portable form of BERT to address the 
drawbacks of the huge number of parameters and the lengthy 
training time [44]. DeBERTa is an improved BERT with 
disentangled attention and has two new features. First, the 
model suggests a disentangled attention. In DeBERTa, each 
token in the input is represented by two separate vectors that 
encode its word embedding and place. Attention weights 
among words are acquired utilizing disentangled matrices in 
this paired form. Second, an Enhanced Mask Decoder (EMD) 
is employed to forecast the masked tokens during the pre-
training phase. Although BERT depends on relative places, 
EMD enables DeBERTa to make more accurate predictions 
since the syntactic functions of words are greatly influenced by 
their current location within the sentence. In an equivalent 
spirit, the BERTweet approach shares a similar architecture to 
BERT and was trained adopting the RoBERTa pre-training 
process [45]. Vision transformers break the image into 2D 
patches and feed them into the framework. However, vision 
transformers face several hurdles, including computational 
cost, dimensions, scalability to huge datasets, understanding, 
resilience to adversarial attacks, and generalization accuracy 
[46]. 

IV. FAKE NEWS DETECTION 

Fake news detection models can be categorized according 
to the following strategies: Strategies based on knowledge, 
features, and modality [47]. From a knowledge viewpoint, an 
impartial fact-checker reviews news stories and assigns an 
actual value to statements. The three kinds of fact-checking are 
expert-oriented, assessing the accuracy of information by 
relying on domain-matter experts who analyze data and 
documents and draw conclusions, crowd-sourcing-oriented, 
allowing users to discuss and comment on the accuracy of 
specific news resources, and computational-oriented, an 
intelligent system that classifies a news item as having true or 
false matter. 

AI-based algorithms to detect fake news rely on a variety of 
important criteria, including content-based, network-based, and 
user-based attributes. However, combining all these variables 
may not increase the classifier's performance. Many studies 
relied only on content features or content-based characteristics 
(textual and visual) in conjunction with using additional 
characteristics to detect fake news. Existing fake news 
identification research is divided into two groups: single-modal 
and multimodal. 
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A. Single-Modal Fake News Approaches 

In general, text and image characteristics can be employed 
to detect fake news alone, while other features are typically 
deployed as supplementary to help identification. The single-
model-based technique utilizes only one characteristic to 
detect. In [48], the relevance of an image component was used 
for automatic false news detection on social media to address 
this issue. It has been established that authentic and false news 
events have different image distribution patterns. In [49], a co-
attention technique was followed to identify the top K most 
significant phrases in a news story and the top K most 
important user evaluations for the final classification. In [50], a 
CNN-based capsule network model with pre-trained word 
embeddings was implemented to classify false news in the 
ISOT and LIAR datasets. In [51], a generative model was 
proposed to extract new patterns and aid in the identification of 
fake news by examining previous relevant user reactions. In 
[52], n-grams were applied with TF-IDF word embedding to 
obtain content characteristics, and LSTM and BERT models 
were trained to deal with contextual information. Then a 
feedforward neural network was utilized for classification. 
However, this technique did not account for the complete use 
of different textual characteristics. 

B. Multi-Modal Fake News  

In general, social media postings featuring photos and 
graphics receive far more retweets and comments and spread 
much faster than those having only text. Images are spread 
widely, captivating people's emotions, and expressing a sense 
of reality. Images related to a post may have been edited or 
simply taken out of context. It is not uncommon to distort 
images for political or personal motives, as well as to use photo 
editing software to change an image. As a result, when 
analyzing both text and images, photo captions are critical to 
identifying clickbait and false captions [29].  

1) Datasets 

Table IV lists multimodal datasets applied in various 
studies, and Figure 3 describes the most popular dataset 
dimensions. 

2) Textual and Visual Preprocessing 

Pre-processing in text starts with cleaning the input datasets 
by extracting excess, extreme, and duplicative text parts. Word 
embedding methods keep only meaningful tokens that are 
transformed into vectors. The text is stemmed/lemmatized, 
normalized, and tokenized. Stemming and lemmatization 
remove words and symbols without meaning. Normalization 
transforms text into canonical form. Stemming cuts off the ends 
of input words to lower their inflection and convert them into 
their core structures. In general, the canonical form of the 
original input word is deployed. It is very important to 
normalize text in the web scope and social media data, as it 
contains a lot of noise, such as abbreviations, misspellings, and 
words that are out of vocabulary. Image data are pre-processed 
by reviewing that all URLs are correct. It is also important to 
normalize the size of images and divide them for training and 
testing. Textual and visual data are pre-processed individually 
and then merged to complete each instance in terms of its three 
parameters: title, text, and vision [20]. 

TABLE IV.  IMPORTANT MULTIMODAL DATASETS 

Dataset Description Study 

MedialEval (2015) 
Contains 15000 items, including 176 images 
in 5,008 real news tweets and 185 misused 

images in 7032 fraudulent tweets. 
[33] 

Twitter (2016) 
It contains 7898 fake news, 6026 real news, 

and 514 images. 
[9, 11, 21, 
23, 30, 36] 

MediaEval (2016) 
Contains 17,000 unique tweets on various 

events. One-third are real and the remaining 
are fake news. 

[32] 

Weibo (2017) Consists of 4749 fake and 4779 real news. 
[9, 23, 27, 
33, 36, 37] 

Fakeddit (2019) 
Multimodal standard dataset of 1,063,106 

samples. 
[16, 38] 

Gossip (2020) 
News stories include text, news image link, 

publishing time, author name, and social 
media responses. 

[9, 21, 26] 

Politifact (2020) 
Contains text, news image location, 

publishing time, and remarks made on 
social networks. 

[9, 18, 21] 

All Data (2020) Contains 11,941 fake and 8,074 real news. [19, 34] 

ReCOVery (2020) 
Contains 2,029 news articles shared on 

social media, most of which (2,017) have 
both textual and visual information. 

[53] 

Twitter Indian Dataset 
v3 (2021) 

Contains a list of fake and accurate news 
stories covered primarily from politics, 

Bollywood, and religion. 
[29] 

Ti-CNN (2021) 
20,000 articles from websites, including 

over 11,000 fake and more than 8,000 real 
news items. 

[9, 21] 

Fake news sample by 
Guilherme Pontes 

(2021) 

45,569 news, 25,343 are real the remaining 
are fake news articles. 

[20] 

Twitter_database 
(2023) 

Includes 5 partitions to perform 5-fold 
cross-validation. 

[26] 

 

 
Fig. 2.  Distribution of multimodal fake news datasets. 

3) Textual and Visual Feature Extraction and Selection 

Textual properties can be obtained at several levels in the 
hierarchy, such as word, sentence, and message. The most 
basic lexical characteristics are the overall total of characters, 
the number of different words, the average length of words, and 
so on. In the meantime, the semantics of linguistic 
characteristics, such as the proportion of first/third person 
pronouns, the number of news detection by pooling and 
attention blocks, and positive or negative emoji symbols, are all 
accessible options. Unlike linguistic characteristics, syntactic 
features improve the aim of feature extraction to a significant 
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level: emotion score or part-of-speech labeling. Recently, 
various complicated models, namely BoW, Word2Vec, and 
other embedding techniques, have been used to recognize fake 
news. Image extraction provides additional visual information. 
Several studies employed the BERT pre-trained model to 
extract text characteristics. However, the BERT model has 
many parameters and a slower training speed. Furthermore, 
visual and text characteristics are in separate semantic feature 
spaces, resulting in heterogeneity [31]. 

4) Fusion Mechanism 

The combination of textual content and images is one of the 
widely utilized features for multimodal fake news detection. 
The intuition behind this cue is that some fake news spreaders 
deploy tempting images, e.g., exaggerated, dramatic, or 
sarcastic graphics, that are far from the textual content to attract 
users' attention. Information fusion techniques have an original 
ability to manage input data with their multimodal nature. 
Many experiments have proven the benefit of these techniques 
and that their full exploitation leads to improved performance 
[31, 38]. Several techniques combine textual and visual 
information into a single representation, ignoring their 
associations, which might lead to poor results. Fusion can be 
classified according to different times as follows [53]: 

 Early fusion (feature fusion): Feature vectors from multiple 
modalities are combined and fed into a model for 
prediction. Due to the fusion of pre-processed features from 
different modalities at the input layer, working with 
features with higher granularity becomes tedious (Figure 3). 

 Late fusion (decision-level fusion or kernel-level fusion) 
combines results from various modalities using summation, 
maximization, averages, or weighted average methods. 
Most late fusion solutions employ handcrafted rules, prone 
to human bias and far from real-world peculiarities (Figure 
3). 

 Intermediate fusion (mid-fusion) involves combining units 
from several modality-specific paths into a single shared 
layer. It is possible to create a representation layer either by 
mapping multiple channels at the same time or by 
combining different modal sets at various levels. 

Fusion mechanisms can be divided according to the 
technology followed to merge textual and visual attributes in 
[36]:  

 Simple operation-based: DL combines vectorized features 
from several data sources using fundamental algorithms 
such as concatenation or weighted addition. As models 
based on DL techniques are trained concurrently, the 
features of high-level standards could be extracted at a level 
that accommodates both activities. Such processes often 
have minimal or no correlation factors. 

 Attention-based: Fusion often involves attention processing. 
Different outputs are frequently used to provide different 
sets of changing weights for summing, preserving more 
information by merging the results from each peek. 

 Bilinear pooling-based: This is achieved by adding the 
external product of both vectors (text and image input 

vectors) to increase and multiply the exchanges between all 
elements of both vectors. This process is more expressive. 

 

 
Fig. 3.  Early and late fusion mechanism structures. 

5) Model Evaluation Metrics 

A confusion matrix serves as the basis for evaluating a 
classification model. True Positives (TP) indicate news that 
was projected to be true and was true, False positives (FP) 
indicate news projected to be true but was fake, True Negatives 
(TN) indicate news that was projected to be false and was 
untrue, and False Negatives (FN) indicate news projected as 
untrue but was accurate. [52]. The efficiency of a model is 
evaluated by [54-56]: 
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C. Studies on Multimodal Fake News Detection 

In [32], a scaled dot product attention mechanism was 
implemented to capture the relationship between the text 
features extracted by BERT and the image features extracted 
by VGG-19. In [33], another model based also on BERT and 
VGG19 was proposed, accepting both text and picture input. 
Subsequently, the pair of embedding was joined and subjected 
to a multi-modal variation autoencoder to obtain the common 
latent representation. A multimodal cross-attention network 
was designed to fuse the resulting features. In [23], four distinct 
submodules made up a fake news system: feature fusion based 
on multi-modal factorized bilinear pooling, two attention 
mechanisms, one for textual description combined with 
Stacked BiLSTM and the other for visual feature extraction, 
combined with multi-level CNN–RNN, and MLP for 
classification. In [20], visual picture attributes were extracted 
using image captioning and forensic evaluation, and textual 
hidden patterns were extracted employing a Hierarchical 
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Attention Network (HAN). In [21], a multi-modal coupled 
ConvNet architecture was presented, combining textual and 
visual data modules from three datasets and utilizing a late 
fusion mechanism. In [58], a detection framework was 
proposed, deploying Word2Vec to fuse text input to the 
embedding layer and passing image input to a cross-modal 
attention residual and multi-channel CNN. The multi-channel 
CNN was implemented as a reducer to the amount of trash data 
produced by cross-modal fusion parts. In [9], an MCNN was 
proposed, considering the consistency of multi-modal data and 
capturing the overall characteristics of social media 
information based on an early fusion mechanism. This model 
used BERT in the text feature extraction module and the 
attention mechanism with ResNet-50 in the visual semantic 
feature extraction module. In [34], three modalities were 
evaluated: text, image, and image attributes. Additionally, a 
model based on dual attention fusion networks was applied to 
combine features. Initially, the model extracts image (based on 
ResNet-50 V2) and text modalities (based on BERT). In the 
end, the features were combined to create a feature vector that 
can be used for classification. In [28], news post images were 
converted from their spatial dimension to their frequency 
domain utilizing machine learning. Subsequently, a multi-layer 
CNN model was engaged to extract the characteristics of the 
frequency picture, and MML was deployed to retrieve image-
related web pages on Google. Simultaneously, MML uses the 
evidence veracity classification task to support the false news 
detection task by selecting evidence. This part involved feeding 
the evidence and the claim into a BERT-based encoder, 
followed by learning evidence representations employing 
claim-evidence correlation representations. Ultimately, the co-
attention process fuses the representations of the image with 
relevant evidence. In [35], a model was presented based on two 
principles, blocking and fusion. This model determined the 
spatial and temporal location of the data in the fusion 
mechanism for the visual and textual attributes. In [37], text 
features were extracted from bidirectional encoder 
representations of transformers, image features were extracted 
from Swin-transformers, and then deep autoencoding was used 
as an early fusion technique by merging text and visual 
attributes. In [38], the proposed framework was based on the 
BERT and Xception models to learn visual and linguistic 
models. In [31], the ALBERT model was combined with a 
multi-modal circulant fusion technique to detect fake news. 
This system included a textual feature extractor (ALBERT), a 
visual feature extractor (VGG-19), a feature fusion, a fake 
news detector, and domain classification modules. In [26], 
multimodal pre-processing of both words and images was 
performed. Glove embedding and Word2vector approaches 
were deployed to extract the text characteristics and the 
Adaptive Water Strider Algorithm (A-WSA) was applied to 
extract the best characteristics from both text and image data. 
Feature fusion receives the optimized features, which are 
obtained by the same A-WSA optimization process based on 
the weight factor. Lastly, O-BiLSTM was utilized for fake 
news classification. In [27], a model based on BLIP (FNDB) 
was proposed. XLNet and VGG-19-based feature extractors 
were engaged to extract textual and visual feature 
representations, respectively, and the BLIP-based multimodal 
feature extractor was put into service to obtain multimodal 

feature representation in news content. Then, the feature fusion 
layer combined these features with the help of the cross-modal 
attention module to promote various modal feature 
representations to complement the information. In [29], a 
multi-modal DL technique was proposed to use and process 
visual and textual features, employing EfficientNet-B0 and a 
sentence transformer. Feature embedding was performed on 
individual channels, while fusion was performed on the last 
classification layer. Late fusion was applied to mitigate the 
noisy data generated by multi-modalities. In [11], TLFND was 
proposed, which was based on a three-phase feature-matching 
distance technique to detect fake news. An attention-guiding 
module was devised to assist in aggregating the cross-modality 
correlations and the aligned unimodal representations in an 
effective and interpretable manner. In [30], a model based on 
transformers and multi-modal fusion was introduced. This 
model extracts text and image features using different 
transformers, and fuse features implementing attention 
mechanisms. In [18], a quantum-based standard was proposed 
for multimedia data fusion to identify fake news. This system 
extracted features in both textual and visual forms and sent 
them to the convolutional-quantum network to achieve 
classification. 

V. DISCUSSION 

DL has begun to be strongly involved in multimodal fake 
news detection systems at all stages, whether it is engaged in 
extracting features of textual and visual inputs, in the 
mechanisms of fusing features extracted from multimodal data, 
or in the classification of fake news. It is possible to detect fake 
news adopting these strategies but some restrictions limit their 
accuracy, involving the requirement for a huge dataset 
containing diverse data in all fields of life (political, economic, 
technological, technical, and health, etc.), in addition to the 
inability to fuse the extracted features efficiently, take 
advantage of the most multimodal important features, and 
measure the extent of interconnection between them. Some 
studies focused on a single social network, such as Twitter, 
Weibo, or Facebook, but future fake news detection systems 
must be applicable on different websites and social networks to 
acquire knowledge deeply and detect fake news quickly. Many 
studies used BERT word embedding [9, 33-35, 37-38, 57] and 
depreciated traditional techniques, such as GloVe [20-21] and 
Word2Vec [24, 58] in their textual feature extraction model. 
BERT can discover the implicit associations within the 
sentence words and texts in which the system is trained, but 
that has not prevented a recent trend toward including derived 
models, like RoBERTa [11, 16], ALBERT [31], distilBERT 
[29], and XLNet [18, 27]. Although all proposed multimodal 
fake news detection systems still use CNN [21, 25, 26], VGG 
[31-33], and ResNet [34-35] neural networks in a visual feature 
extraction stage, there is a new strategy deploying ViT for 
textual and visual feature extraction. Regarding fusion 
techniques, it is clear that in recent years there was no clear 
interest in examining how to benefit from extracted features 
and how to choose, as concatenation [32, 33, 38] of extracted 
features is the common fusing operation in early or late fusion 
mechanisms. However, there is interest in the technology of 
attention mechanisms [23, 32, 36] and their strong entry during 
the past two years to support the approved fusion mechanisms. 
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TABLE V.  A COMPARISON OF SEVERAL MULTIMODAL FAKE NEWS DETECTION APPROACHES 

Ref. Datasets 
Evaluation metrics 

(%) 

Feature extraction Fusion 

mechanism 
DL model Drawback Future scope 

Textual Visual 

[57] 
Twitter 

Acc=83, Pre=81, 
Rec=63, F1=71 

BERT VGG-19 Concatenation FCL 

The only image system 
scored lower than the only 

text one on the Twitter 
dataset. 

Apply probabilistic method and 
deep model to evaluate if the 
image pertains to the written 

content. 
Weibo 

Acc=84.2, Pre=83, 
Rec=87, F1=85 

[9] 

Ti-CNN 
Acc=96.3, Pre=97.2, 
Rec=96.4, F1=96.8 

BERT 
ResNet-50 

+ 
Attention 

Early fusion FCL High time cost. 

Enhance the approach at the 
feature fusion phase for a better 

fit of multimodal features in 
different locations. 

Weibo 
Acc=94.7, Pre=95.2, 
Rec=94.2, F1=94.6 

Twitter 
Acc=78.4, Pre=85, 
Rec=81.4, F1=83.1 

PolitiFact 
Acc=88.4, Pre=97.3, 
Rec=86.7, F1=91.7 

[20] 

All Data 
Acc=95.5, Pre=94.5, 
Rec=94.4, F1=94.4 GloVe+ 

Hierarchical 
Attention 
Network 

Error Level 
Analysis 

Concatenation 
Max voting 
ensemble 
technique 

Few features 
Add new features to improve 

efficacy. 
FND by 
Jruvika 

Acc=94.7, Pre=95.6, 
Rec=93.1, F1=94.4 

Fake News 
Sample 

Acc=95.9, Pre=97.8, 
Rec=94.6, F1=96.25 

[21] 

TI-CNN 
Acc=96.2, Pre=95.7, 
Rec=96, F1=95.89 

Glove+ 
Text-CNN 

Image-
CNN 

Late Fusion FCL 
Cannot extract deep 

characteristics. 

Effective classification 
algorithm based on CNN with 
fine-tuned hyperparameters to 
improve fake news detection. 

Emergent 
Acc=93.5, Pre=94.1, 
Rec=89.3, F1=93.12 

MICC-
F220 

Acc=95.1, Pre=95.1, 
Rec=78.2, F1=85.88 

[23] 
Twitter 

Acc=88.3, Pre=89, 
Rec=95, F1=92 Attention+ 

Bi-LSTM 

Attention + 
2-Level 

CNN–RNN 

Multimodal 
factorized bi-
linear pooling  

MLP 

Can lose some critical 
information depending on 

the feature extraction 
approach. 

Semantic connections of text 
and images to improve fusion 

methods.   Weibo 
Acc=83.2, Pre=82, 

Rec=86,F1=84 

[24] 
Pheme 

Acc=87.2, Pre=83.7, 
Rec=78, F1=80.7 Word2vec+Bi

LSTM 
VGG-19 

Hierarchical 
attention 

mechanism 
FCL High time cost. Detect forged images. 

Weibo 
Acc=83.4, Pre=86.3, 

Rec=78, F1=82.4 

[32] 
MediaEval 

(2016) 
Acc=81.2, Pre=81.3, 
Rec=87.4, F1=84.3 

BERT+ 
CNN+ 

Attention 
mechanism 

VGG-19+ 
Self-

attention 

Concatenation FCL Small dataset. 
Use many images to identify 

fake news. 

[33] 
MediaEval 

(2016) 
F1=92.4 

BERT VGG-19 Concatenation FCL 
Ensure data quality taken 

from an image or text 
before fusion. 

Context-dependent latent 
representations such as image 

captioning. Weibo F1=65.6 

[34] All Data 
Pre=97.8, Rec=98.2, 

F1=98.07 
BERT 

ResNet-50 
V2 

Dual attention 
mechanism 

FCL Small dataset. Add other modalities. 

[35] Weibo 
Acc=87.9, Pre=88.6, 
Rec=87.1, F1=87.9 

BERT ResNet-50 Cross-attention FCL Dataset constraints. 
Easier way to leverage prior 
experience in deep networks. 

[58] 

Twitter 
Acc=84.2, Pre=85.4, 
Rec=61.9, F1=71.8 

Word2Vec+S
elf-attention 

+Cross modal 
attention 

VGG-19 
+Cross-
modal 

attention 

Concatenation FCL 
Need testing on real-time 

fake information. 

Investigate event-level 
multimodal fake news detection 

using visual data. 

Weibo A 
Acc=85.3, Pre=89.1, 
Rec=81.4, F1=85.1 

Weibo B 
Acc=86.9, Pre=93.5, 

Rec=79.6, F1=86 

Weibo C 
Acc=92.2, Pre=89, 
Rec=96.5, F1=92.6 

[16] Fakeddit 
Acc=88.1, Pre=87.1, 
Rec=87.9, F1=87.51 

RoBERTa 
DenseNet-

161 
Co-attention FCL 

Improved recognition of 
changed material, improper 

connections, and reality 
compared to fraudulent 

content. 

Detect extra fake data, such as 
imposter material, and 

satire/parody. 

[25] Fakeddit 
Pre=75, Rec=79, 

F1=77 
BERT CNN 

Early fusion+ 
Concatenation 

Linear layer 
Inaccuracy in extracting 

the most relevant features 

Other DL approaches (GRU) 
and ways to merge visual and 

textual representations.  

[28] CCMR 
Acc=92.2, Pre=91.6, 
Rec=92.6, F1=92.15 

BERT multiCNN Co-attention MLP 
Using Google search takes 

more time. 
Ideal extraction of images and 

text dataset. 

[31] 
Twitter 

Acc=85, Pre=84.2, 
Rec=65.4, F1=73.6 

ALBERT VGG-19 
Multi-modal 

circulant fusion 
FCL 

Extracting attributes is not 
deep enough. 

Stronger visual information 
technique. 

Weibo 
Acc=86.1, Pre=85.5, 

Rec=88.5, F1=87 
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[36] Weibo 
Acc=65.4, Pre=66.4, 
Rec=66.8, F1=66.6 

BiLSTM 
VGG-19 
+pooling 

Attention 
mechanism 

FCL 
Failure of fine-tuned 
feature extraction. 

Other fusion methods based on 
attention mechanisms. 

[37] 
Twitter 

Acc=75.6, Pre=72.8, 
Rec=97.7, F1=83.4 

BERT 
Swin-

transformer 
Trained deep 
autoencoder 

FCL 
If a post has many images, 
only one may be used to 

identify it. 

Reduce the model's difficulty 
to ensure its use on small 

devices. Weibo 
Acc=59.7, Pre=56.4, 
Rec=99.4, F1=71.9 

[38] Fakeddit 
Acc=91.8, Pre=93.3, 
Rec=93.2, F1=93.2 

BERT Xception Concatenation FCL Small dataset. 
Use post content and 

comments, together with user-
related data. 

[11] 

Politifact 
Acc=94.4, Pre=97.4, 

Rec=96.6, F1=97 

RoBERTa 
VGG-19+ 
BiLSTM 

Concatenation FCL 
A fusion approach that 

focuses on the contents of 
the extracted features. 

Adapting new areas and 
improving technology while 
testing the proposed model is 

underway. 

Gossipcop 
Acc=90.9, Pre=93.2, 
Rec=94.7, F1=93.9 

Twitter 
Acc=83.1, Pre=85.2, 
Rec=82.4, F1=83.7 

[15] 
Twitter 

Acc=86.8, Pre=83.1, 
Rec=75.4, F1=79.1 

BERT+ 
two-text-
branch 

ResNet-50 
+two-
image-
branch 

Multi-modal 
bilinear pooling 
+Self-attention 

mechanism 

FCL 
The use of multiple 

techniques negatively 
affects execution time 

Combine textual information 
with several photos. 

Weibo 
Acc=90.4, Pre=94.3, 
Rec=87.1, F1=90.5 

[26] Twitter 
Acc=96.5, Pre=88.8, 
Rec=96.2, F1=92.41 

Word2vec 
+Glove 

ResNet-50 
+VGG-16 

Adaptive feature 
fusion 

O-BiLSTM 
based on 
optimized 

WSA 

Not extracting textual 
features efficiently. 

Use audio signals and captions 
to detect false news videos. 

[27] 
Weibo 

Acc=88.8, Pre=89.1, 
Rec=97.2, F1=93 

XLNet VGG-19 
Cross-modal 

attention 
FCL 

Use a more effective model 
to extract features. 

Improve the fusion process. 
Gossipcop 

Acc=87.3, Pre=79, 
Rec=44, F1=56.5 

[29] 

MediaEval 
Acc=86.4, Pre=84, 

Rec=93, F1=88 

DistilBERT 
Efficient-
Net-B0 

Late fusion ANN 

High-resolution photos 
with only a small altered 

area appeared to be poorly 
detected. 

Detect satirical news and the 
text that is placed over the 

photos. 

Weibo 
Acc=81.4, Pre=80.3, 
Rec=86.3, F1=83.6 

Twitter 
Indian 

Dataset v3 
Acc=67.1 

Fakeddit 
Acc=88.8, Pre=85, 

Rec=87, F1=86 

[30] 
Twitter 

Acc=93.5, Pre=96.5, 
Rec=93.7, F1=95.1 BERT+ 

BiLSTM 
VGG-19 Concatenation MLP 

Cannot be used directly 
when one of the modalities 

is lacking. 

Improve feature extraction to 
counteract intentionally 

deceiving photos. Weibo 
Acc=91.5, Pre=91.3, 
Rec=91.3, F1=91.3 

[59] 
Twitter 

Acc=91.8, Pre=91.2, 
Rec=85.4, F1=91.8 GloVe+ 

Transformer 
ViT 

Late fusion 
based on 
attention 

mechanism 

MLP Time complexity 
Enhance the model for cross-

domain news detection. 
Weibo 

Acc=92.2, Pre=96.9, 
Rec=88.6, F1=92.5 

[18] Gossip 
Acc=87.9, Pre=95.8, 
Rec=89.9, F1=92.8 

XLNet VGG-19 
Quantum 

multimodal 
fusion 

FCL 
Quantum circuit with time-

based complexity 
Apply quantum fuzzy neural 

networks. 

 

VI. RESEARCH GAPS AND CHALLENGES 

Fake news is fundamentally multimodal and multilingual, 
taking visual, auditory, or literary forms and expressing itself in 
a language that readers may not be familiar with. A new 
viewpoint can be developed to make deep systems more 
acceptable. Additionally, appropriate feature collection and 
classification techniques can improve the detection of fake 
news. Studies must investigate whether the classification 
approach is most appropriate for certain features: textual or 
visual feature extractors. As a result, greater attention must be 
paid to feature choice and fusion to improve performance. The 
challenges in multimodal fake news detection approaches can 
be summarized as:  

 Existing techniques often employ a basic concatenate 
strategy to fuse inter-modal information, yielding mediocre 
detection results. 

 There is a significant difference between image similarities 
and sentences in most fake news, but existing algorithms do 
not fully capitalize on this. 

 The lack of large and rich multimodal fake news datasets 
negatively affects system development. In addition, datasets 
are limited to the economic or political field only. In 
addition, the lack of multilingual datasets supports the 
possibility of developing fake news detection systems in 
several languages and different dialects of the same 
language as well. 

 Not relying on psychological data, combined with the 
contextual features of texts and images of published news, 
saves a great deal of time in contacting people responsible 
for false information sharing and revealing their purposes. 
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VII. CONCLUSION 

After studying the literature on fake news analysis methods, 
this paper summarized the basic features of multimodal fake 
news detection systems, including datasets, visual and textual 
preprocessing, feature extraction, fusion mechanisms, and fake 
news detection stages, as well as related techniques such as 
BERT, transformer, ViT, and attention mechanisms. A brief 
review of important multimodal fake news detection systems 
was performed, with different deep learning methods in 
different stages. Future studies could focus on modern attention 
mechanisms in fake video detection systems. In addition, 
efficient early detection mechanisms must be developed. 
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