Air Quality Decentralized Forecasting: Integrating IoT and Federated Learning for Enhanced Urban Environmental Monitoring
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ABSTRACT

Air quality forecasting is a critical environmental challenge with significant implications for public health and urban planning. Conventional machine learning models, although quite effective, require data collection, which can be hampered by issues relating to privacy and data security. Federated Learning (FL) overcomes these limitations by enabling model training across decentralized data sources without compromising data privacy. This study describes a federated learning approach to predict the Air Quality...
Index (AQI) based on data from several Internet of Things (IoT) sensors located in different urban locations. The proposed approach trains a model using data from different sensors while preserving the privacy of each data source. The model uses local computational resources at the sensor level during the initial data processing and training, sharing only the model updates to the central location. The results show that the performance of the proposed FL model is comparable to a centralized model and ensures better data privacy with reduced data transmission requirements. This study opens new doors to real-time, scalable, and efficient air quality monitoring systems. The proposed method is quite significant for smart city initiatives and environmental monitoring, as it provides a solid framework for using IoT technology while preserving privacy.
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I. INTRODUCTION

Air Quality Index (AQI) forecasting is an indispensable tool in urban environmental management, public health, and policy-making [1]. In the traditional sense, AQI prediction is performed through centralized Machine Learning (ML) models that collect data from all kinds of sensors and sources to predict pollutant levels [2]. On the other hand, although useful for specific cases, these models operate based on centralized data collection and processing, and therefore all relevant environmental data must be collected in a single place for analysis [3]. Centralized models have some advantages, such as the ability to implement complicated algorithms that require intensive computational resources or directly control data quality and processing [4]. However, this approach suffers from significant drawbacks. Centralized data aggregation is of great concern, raising questions about privacy and security, as sensitive information must flow and be stored in a single repository location [5]. This approach also has greater vulnerabilities to data breaches and cyber-attacks. Furthermore, centralized systems often do not scale with the increasing volume and velocity of data generated by an expanding network of sensors across cities [6].

Federated Learning (FL) allows decentralized data processing with a paradigm shift. FL is an ML technique in which a model is trained across several decentralized devices or servers that hold local data samples, without the requirement for data exchange. This not only helps alleviate the fear of privacy issues but also reduces bandwidth consumption for the transfer of huge datasets. In the AQI prediction context, FL allows for a multi-model approach, where localized models can be developed based on data from specific sensors and then contribute to aggregation to enhance overall predictive accuracy without compromising the data at the source. Recent studies have emphasized the efficacy of FL in AQI forecasting. For example, comparative analysis of FL models could improve up to 12% in prediction accuracy against centralized models, especially in urban settings, while the data environment can be heterogeneous [7]. This study underscores the power of FL to tailor models and benefit from shared learning across the network. In addition, FL supports the use of dynamic models to adapt more rapidly to changing environmental conditions without the need for central retraining every time a change in conditions is required. Smart cities benefit from FL, allowing the integration of IoT devices and sensors without the need for constant monitoring from the center, promoting a scalable and very efficient network architecture.

II. LITERATURE SURVEY

Table I highlights the observations and the key contributions of previous studies.

Table I. PREVIOUS STUDIES ON FL IN AQI FORECASTING

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Observations</th>
<th>Key Contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>Use of decision trees, random forest, SVM, and ANN for prediction.</td>
<td>Effective prediction using major pollutants as predictors.</td>
</tr>
<tr>
<td>[16]</td>
<td>Ensemble model with wavelet packet decomposition and outlier robust ELM.</td>
<td>Major improvements over conventional forecasting methods.</td>
</tr>
<tr>
<td>[18]</td>
<td>Time-series-based modeling with auto-regressive models for AQI.</td>
<td>Applicable in air quality management to reduce health impacts.</td>
</tr>
</tbody>
</table>

III. METHOD

A. Dataset Description and Preprocessing

A dataset was obtained from [22], including particulate matter (PM2.5 and PM10), Nitrogen Dioxide (NO2), Sulfur Dioxide (SO2), Carbon Monoxide (CO), and Ozone (O3). Each entry in the dataset also features timestamp information, facilitating the temporal analysis of pollution trends and the development of time-series forecasting models. The data was subjected to several essential preprocessing steps to ensure suitability for the FL framework. Initially, data cleaning was performed to address missing values and outliers. Missing
values were imputed using forward-filling techniques to maintain data continuity, thus preventing the introduction of biases due to incomplete data points. Outliers were identified and removed based on statistical thresholds, ensuring that the dataset accurately reflected typical pollution levels without being skewed by extreme values. Subsequently, normalization was applied to all pollutant concentration values using min-max scaling. This step was crucial to standardize the data, bringing all feature values into the same range and enhancing the performance and convergence of the ML models. Feature engineering was performed to enrich the dataset with additional informative features, including rolling averages of pollutant levels to capture temporal trends and time-of-day and day-of-week indicators to account for periodic variations in pollution patterns. For the FL setup, the data was distributed among multiple clients, each representing a cluster of IoT sensors. Data were split in an 80-20 ratio for training and testing purposes at each client level. This split was designed to ensure that each client had sufficient data to train local models while enabling the evaluation of model performance on unseen data. The data were deliberately split in a non-Independent and Identically Distributed (non-IID) manner to reflect real-world scenarios where different regions exhibit varying pollution levels and trends. This non-IID distribution is typical in practical deployments, where environmental conditions differ significantly across geographic locations.

B. Federated Learning Setup

TensorFlow Federated (TFF), an open-source framework developed by Google, was used in this study. TFF allows collaborative training of a global model without necessitating the exchange of raw data between clients, thereby preserving data privacy. In the federated setup, each client was assigned a subset of the AQI data, ensuring a non-IID distribution. The core model was a neural network with two hidden layers, utilizing Rectified Linear Unit (ReLU) activation functions. ReLU functions were chosen for their efficacy in training deep neural networks to mitigate issues such as vanishing gradients. Model training was carried out locally on each client using historical data windows, and different configurations were tested to identify the optimal setup. These configurations included varying the historical data window (7, 30, and 180 days), the number of clients (2 and 10), and the batch sizes (8 and 32). Each of these configurations aimed to capture different temporal trends and patterns in the pollution data while balancing computational load and learning stability.

After local training, model updates were aggregated using a weighted averaging method to form a new global model. This aggregation step was designed to harmonize the contributions of each local model, irrespective of the variations in their local data distributions. The use of weighted averaging ensured that the global model was representative of the broader decentralized data landscape, improving its generalizability and robustness. This approach not only underscores the feasibility and effectiveness of FL for AQI forecasting but also highlights its potential for scalable and privacy-preserving environmental monitoring in smart city initiatives.

C. Hyperparameter Variations and Model Evaluation

Various configurations were tested to explore the optimal settings for the FL model.

- Number of days for past data reference: The models were trained with different historical windows: 7, 30, and 180 days.
- Number of clients: Experiments were carried out with different numbers of clients (2 and 10) to understand how the distribution of data among more clients affects the learning process and the final model performance.
- Batch size: The models were trained using different batch sizes (8 and 32). Smaller batch sizes can provide a more frequent update but might result in a less stable learning process, while larger batch sizes offer more stable updates but at the cost of slower convergence.

This is typically performed using gradient descent. The update rule can be expressed as:

$$w_i^{(t+1)} = w_i^t - \eta \nabla L_i(w_i^{(t)})$$

where $w_i^t$ is the local model parameters at client $i$ at iteration $t$, $\eta$ is the learning rate, and $\nabla L_i(w_i^{(t)})$ is the gradient of the loss function with respect to the model parameters. After each round of local updates, the central server aggregates these updates to form a new global model. A common method for aggregation is weighted averaging:

$$w^{(t+1)} = \sum_{i=1}^{N} \frac{n_i}{\sum n_i} w_i^{(t+1)}$$

where $N$ is the number of clients, $n_i$ is the number of data points at client $i$, $n$ is the total number of data points across all clients, and $w_i^{(t+1)}$ are the updated model parameters from each client. The loss function $L$ used at each client to evaluate the model's performance is typically a function of the predictions and the true values. For regression tasks, such as AQI prediction, a common choice is the Mean Squared Error (MSE).

$$L_i(w) = \frac{1}{n_i} \sum_{j=1}^{n_i} (y_j - f(x_j; w))^2$$

where $y_j$ are the true values, $x_j$ are the input features, and $f(x_j; w)$ is the model's prediction. The convergence of the FL process can be evaluated by monitoring the change in global loss or the change in model parameters over iterations:

$$\text{Converge if } \|w^{(t+1)} - w^t\| < \varepsilon$$

where $\varepsilon$ is the threshold. By this approach, FL enables multiple clients to collaboratively train a model while keeping their data localized.

IV. RESULTS AND DISCUSSION

Figures 1 and 2 show the distribution of the weights of the linear layers of two FL models. The range of the weight values extends from approximately -0.2 to 0.6. Figure 2 shows the second model in a series, hinting at an FL process involving multiple models, possibly representing different clients or data segments in the federated network. The use of linear weights
specifies that they belong to a linear component of the model, which is typically associated with the last layer in regression tasks, where the final output is a weighted sum of the input features. The method obtains the results of training individual models in a federated setting, where each model was exposed to a distinct subset of the data.

The federated averaging process shows that the weights of the models are averaged to form the global model's parameters. The averaging process is designed to balance the contributions of each local model, irrespective of the variations in their local data distributions. This step is crucial in FL as it harmonizes local updates, allowing for a model that is representative of the broader, decentralized data landscape. The training procedure adopted a reduced number of epochs and clients for simplicity. This approach was taken to demonstrate the feasibility and effectiveness of FL in a controlled environment before scaling to more complex and realistic scenarios. It should be noted that even with these simplifications, the resultant model exhibits a sophisticated understanding of the input features, as evidenced by the weight distributions.

By carefully scrutinizing the weight distribution graph, valuable insights into the model's interpretability and the significance of different input features in AQI prediction are obtained. The results of this model not only advance the field of FL in environmental science but also underscore the importance of feature weighting in understanding complex, real-world phenomena such as air quality. The implications of these results are profound, as they provide a window into how models can be collectively trained across diverse data sources in a privacy-preserving manner, while still yielding a rich and nuanced understanding of the underlying predictive factors for crucial environmental metrics such as AQI. This sets the stage for deploying FL models in live and heterogeneous environments, harnessing the power of IoT networks while upholding the stringent privacy requirements demanded in today's data-sensitive world. The performance metrics of the model are critical to validate the efficacy of the different configurations tested.

The performance of the model was evaluated using MSE, Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). These metrics provide a comprehensive understanding of the model's accuracy and error magnitude, with RMSE being particularly sensitive to large errors due to its squaring of residuals. The first configuration used a historical window of 7 days, with 10 clients, each processing data in batches of 8. The RMSE for this model was recorded at 32.265, with an MSE of 1041.06 and an MAE of 25.217. Although these results represent a reasonable starting point, the relatively high error metrics indicate that a shorter historical data window may not capture the necessary trends and patterns needed for more precise AQI forecasting.

In stark contrast, the model trained on a substantially longer window of 180 days, also with 10 clients and a larger batch size of 32, demonstrated improved accuracy. The RMSE decreased to 29.279, along with a lower MSE of 857.23 and an MAE of 21.703. This improvement suggests that incorporating a more extended range of historical data can enhance the model's predictive capability, possibly by capturing more long-term trends and seasonal effects.

However, the most significant improvement in model performance was observed in the configuration with 30 days of historical data, 2 clients, and a batch size of 8. This model achieved an RMSE of 15.933, an MSE of 253.85, and an MAE of 12.423, exceeding the other configurations by a
considerable margin. This configuration offers a balance between capturing relevant temporal patterns and maintaining a manageable computational workload.

These results elucidate some key points. First, there appears to be an optimal historical window (30 days, in this case) that provides enough data for the model to learn effectively without being overwhelmed by the volume or noise of the information. Second, the number of clients and batch size also play a crucial role, as too few clients may not provide enough diversity in the data, while too many may introduce complexity without corresponding benefits in accuracy. Lastly, larger batch sizes seem to offer diminishing returns in terms of model accuracy. Transitioning seamlessly from the examination of model parameters to performance metrics, it becomes clear that the configurations of FL networks must be carefully tailored to the specific forecasting task at hand. The chosen configuration must strike a balance between data comprehensiveness, model complexity, and computational efficiency to achieve optimal forecasting accuracy. These insights have profound implications for the deployment of FL models in real-world settings, where balancing these factors is crucial for both performance and practicality. In the realm of predictive analytics for environmental data, the reliability and accuracy of forecasts are paramount.

Figure 3 shows a comparative plot with the actual AQI values traced in blue and the predicted values in an orange dashed line, utilizing a 30-day window with two clients and a batch size of 8. The model's ability to trace the volatility and trends in AQI levels is evident, although with some divergence from the actual values, particularly in capturing the peaks and troughs. Despite this, the overall trend closely mirrors the actual data, suggesting a degree of synchronicity between the model outputs and the true AQI values. Considering performance metrics, the model with a 30-day data window, 2 clients, and a batch size of 8 demonstrates a strikingly lower RMSE, MSE, and MAE compared to the other configurations. These metrics are indicative of its superior performance and suggest that this model configuration is adept at discerning the underlying patterns within the data.

In conclusion, the results derived from the FL models strongly advocate the adoption of the 30-day, 2-client, 8-batch size model as the preferred for AQI forecasting in an FL framework. This model not only excels in quantitative performance metrics but also qualitatively in its fidelity to actual environmental patterns.

V. CONCLUSION

The imperative for real-time, privacy-preserving air quality monitoring has never been more acute, as urban environments continue to face the growing complexities of environmental pollution. This study illustrates a significant step forward in this domain, positing FL as a superior method for AQI forecasting using IoT technology. The resultant FL framework allows for the seamless integration of diverse, distributed sensor data, facilitating smart city initiatives and comprehensive environmental monitoring without compromising individual data integrity. The validation of the FL model approach indicates that the optimized model, taking into account 30 days of data with 2 clients and processing in batches of 8, demonstrates superior performance with lower error metrics. This finding advocates for the custom application of FL in environmental sensing, ensuring the scalability, efficiency, and robustness of predictive models.

Although the model achieved the best results with only two clients, future work should focus on expanding its effectiveness to accommodate more clients. Strategies to improve scalability and handle the increased complexity of larger federated networks will be crucial. Techniques such as hierarchical FL, where multiple levels of aggregation are employed, or the incorporation of more sophisticated model architectures, may enhance the model's ability to generalize across a broader range of clients. Furthermore, exploring adaptive client participation, where clients with the most significant data updates are prioritized, could further optimize the training process. Looking ahead, the promising results laid out here pave the way for expansive future work. Further research should investigate the integration of more diverse datasets, the refinement of client selection strategies, and the application of the framework to other domains that require decentralized data processing. The ultimate goal is to develop a robust, scalable, and efficient FL system capable of providing accurate and timely air quality predictions in increasingly complex and diverse urban environments.
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