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ABSTRACT 

Natural Language Processing (NLP) uses Sentiment Analysis (SA) to determine text sentiment. SA is often 

used on text datasets to assess consumer demands, the sentiment of the customer for a product, and brand 

monitoring. Deep Learning (DL) is a subset of Machine Learning (ML) that mimics how humans learn. In 

this work, the Deep Learning Reptile Search Algorithm (SA-DLRSA) model is introduced for accurate 
automatic SA. The SA-DLRSA model utilizes Word2Vec word embedding to reduce language processing 

that is dependent on data pre-processing. The SA-DLRSA model utilizes SVM, CNN, RNN, BiLSTM, and 

BERT models for sentiment classification. Choosing the optimal hyperparameters is crucial for 

determining the model's architecture, functionality, performance, and accuracy. The Reptile Search 

Algorithm (RSA) is employed to find the best optimal hyperparameters to improve classification. A 

derived balanced dataset based on the tweets related to bitcoins was employed as a training dataset, which 
contains three sentiments, namely "neutral", "positive", and negative". The collection has 7 columns and 

50058 rows, consisting of 21938 neutral, 22937 positive, and 5183 negative tweets. Precision, accuracy, 

recall, and F1 Score metrics were used to evaluate the effectiveness of the proposed approach. The results 

showed that the BERT and BiLSTM classifiers achieved superior performance in classifying sentiments in 

the tweets achieving accuracies of 99% and 98%, respectively. Due to the promising results of the proposed 

approach, it is anticipated to be used in solutions to social media problems, such as hate speech detection 
and emotion detection. 

Keywords-machine learning; natural language processing; sentiment analysis; reptile search algorithm   
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I. INTRODUCTION  

As internet and handheld gadget use increased, so does the 
use of online social platforms like Twitter, Instagram, and 
Facebook [1]. Nowadays, people want to share their product 
reviews, feedback, and news through social media [2]. The free 
features of social media allow real-time detection of new 
developments or changes in reality, which can be shared or 
developed and immediately broadcast as content [3]. Studies on 
social media content analysis are conducted regularly. Thus, 
smart techniques for analysis of sentiments that convert raw 
online social platform user facts into meaningful information 
are needed. SA is AI's most common and hardest problem. It 
uses methods to recognize phycological information like 
attitudes, opinions, and sentiments in text and subtext on blogs, 
news, and social media [4]. SA identifies negative, positive or 
neutral sentiments in a statement, clause, paragraph, or 
document. It is used commercially to recognize client 
satisfaction/dissatisfaction with a product [5]. SA on survey 
responses and social media discussions may help firms identify 
issues and adapt their products to client needs [6]. Effective SA 
techniques are needed as massive amounts of non-uniform data 
are shared or created in real time [7].  

Machine Learning (ML) has been widely used for SA to 
classify and detect sentiments from social media [9]. ML-
related SA uses statistical techniques like word embedding to 
vectorize a word and construct a digital sentence using ML or 
DL. Authors in [10] suggest a subject-based SA model based 
on DL. The suggested method uses topic-modeling techniques 
known as RLSI to extract subjects at the statement level, and 
then uses the topic modeling in the Long Short-Term Memory 
(LSTM) to conduct SA. Authors in [11] predicted sentiments 
on Chinese social media using a BiLSTM model based on 
Valence-Arousal information. The experimental findings 
demonstrate the superiority of the proposed strategy over 
existing methods for Valence-Arousal or Chinese short text 
sentiment prediction. Authors in [12] used a customized DL 
approach with increased word embedding to improve sentiment 
categorization and construct an LSTM system. They also 
proposed an ensemble technique that compares the baseline 
classifier to more advanced SA classifiers. Authors in [13] used 
a pretrained language algorithm named BERT to create word 
embeddings. Additionally, three parallel DCNN layers with an 
enhanced pooling layer helped fine-tune the algorithm. The 
proposed BERT-DCNN approach minimizes dimensionality 
and increases associated dimensions to hold data loss. Authors 
in [14] introduced a method for SA using network embeddings. 
An encoder was used to study combined representations of 
social bonds preserving structural and attribute closeness and a 
VAE based on multi-view association learning was suggested 
to combine the sentiment polarity network with the combined 
representation. Authors in [15] presented a novel DL method 
for the SA in Arabic. They used a single-layer CNN for the 
extraction of features. LSTM layers were used to handle the 
dependency over time and an SVM classifier was used for the 
classification using features derived by the CNN and the 
LSTM. Authors in [16] studied how contextual embedding 
models work in BERT and in Arabic language. Authors in [17] 
investigate the aspect-based SA in English and Arabic. Two 
DL-based approaches were used to solve these problems, i.e. 

aspect-based SA and GRU. They predicted the number of 
software faults using different deep learning techniques. 

In this work, ML combined with the Reptile Search 
Algorithm (SA-DLRSA) is used to perform social media SA. 
For sentiment classification, methods like SVM, CNN, RNN, 
BiLSTM, and BERT are used. RSA is used here to optimize 
the hyperparameters.  

A Convolution Neural Network (CNN) is a popular image 
categorization Deep Neural Network (DNN) approach [19]. A 
CNN contains a three-dimensional arrangement of neurons 
instead of the standard two-dimensional array. The first layer is 
called a convolutional layer. Each neuron in the convolutional 
layer only processes the information from a small part of the 
visual field. Input features are taken in batch-wise like a filter. 
The output of the convolution layer goes to a fully connected 
neural network for classifying the images. Filters are used to 
extract certain parts of the image. In MLP, the inputs are 
multiplied with weights and fed to the activation function. 
Convolution uses RELU activation function followed by 
softmax. CNNs show very effective results in image and video 
recognition, semantic parsing, and paraphrase detection. 

In Recurrent Neural Networks (RNNs), each output 
element is evaluated as a function of previous elements of the 
output [20]. All the output elements are calculated by applying 
the same rule of updating the earlier outcomes. 

The Bidirectional LSTB (BiLSTM) allows to efficiently use 
knowledge from both previous and subsequent contexts. It also 
effectively represents forward and backward word and sentence 
sequences [21]. In essence, the BiLSTM architecture uses an 
additional LSTM layer to reverse information flow. So, in the 
additional LSTM layer input, the sequences are reversed. Both 
LSTM layer outputs are combined by averaging, summing, 
multiplying, or concatenating.  

Support Vector Machines (SVMs) use supervised learning 
for regression, outlier detection, and classification. Due to their 
decision boundary selection method, SVMs differ from other 
classification techniques. SVMs find the decision boundary that 
minimizes the distance between the nearest data points from all 
classes. [22]. A simple SVM classifier creates a linear border 
between classes. Thus, there may be an infinite number of lines 
to analyze. The linear SVM algorithm selects the best hyper 
plane for classifying data points. The algorithm chooses the 
line that divides the data and optimizes distance from nearby 
locations. 

Bidirectional Encoder Representations from Transformers 
(BERT) was created for pre-training deep bi-directional 
representations [23]. A pre-trained BERT model can be fine-
tuned for diverse tasks by adding an output layer without 
changing architecture. BERT effectively captures information 
from both preceding and following tokens in deep bidirectional 
models. It differs from prior methods that examined a text 
sequence from the left, right, or both sides. Language models 
better understand linguistic context with a bidirectional model. 
BERT generates language models using the transformer 
architecture. BERT's bidirectional nature needs the encoder 
mechanism, making the decoder superfluous. The transformer 
model is bi-directional or non-directional. This allows the 
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model to learn contextual information about a word from its 
preceding and succeeding words, regardless of sentence 
position. BERT uses Masked LM (MLM) and Next Sentence 
Prediction (NSP) to solve context learning problems. About 
15% of each sequence's words are replaced with a token in the 
MLM. Next, a forecasting session is used to determine the 
masked word's underlying word using the other unobscured 
words in sequence. The encoder output is modified by adding a 
classification layer. Next, the result vectors are converted into 
vocabulary dimensions. The output vectors are multiplied by 
the embedding matrix. The final step is calculating the 
vocabulary word probabilities. This technique only predicts 
hidden values while not overlooking revealed values. The NSP 
method forecasts the next sentence using a primary pair of 
sentences from the original material, unlike the initial 
approach. About 50% of the primary text's input sentences are 
sequentially related to the next, while the other 50% are 
randomly picked and unrelated. The BERT model reduces loss 
via MLM and NSP. 

BERT is a multilayer transformer network pre-trained for a 
range of self-supervised applications. BERT is only suitable for 
short text due to its input length limitation. This problem was 
solved in [24] with their innovative method, which uses BERT 
to summarize lengthy documents. They employed the 
technique of breaking up a lengthy document into smaller 
sections, each of which has a single sentence. Essentially, the 
plan was to use BERT's sentence embeddings and then build an 
encoder-decoder model on top of it. Authors in [25] integrated 
BERT with BiGRU, an RNN that captures text dependencies, 
to extract salient information. The BiGRU network receives 
this salient information from BERT which in turn helps grasp 
the document's context. This architecture helps build ranking 
image representations and complicated relationships [26, 27].  

Effective SA still faces several unresolved challenges, such 
as the optimal selection of hyperparameter values, low 
accuracy, computational complexity, time constraints, and a 
lack of natural datasets. Various studies have proposed diverse 
methods for analyzing and categorizing sentiments. The 
objective of this study is to address the aforementioned gap by 
utilizing a derived bitcoin dataset. This will be accomplished 
by employing five ML classifiers: SVM, RNN, CNN, 
BiLSTM, and BERT. This paper introduces RSA, a swarm 
intelligence algorithm. This algorithm is utilized to optimize 
the hyperparameters of the ML models in order to accurately 
identify and categorize views. The objective of this study is to 
assist different applications and organizations that depend on 
accurate sentiment classification to make unbiased and optimal 
decisions. The main contributions of the current study are: 

 A novel approach for SA is presented. 

 Five different ML models improved with RSA are 
studied. 

 RSA is used to tune the hyperparameters of the models. 

 Evaluation measures such as recall, F1 Score, accuracy, 
and precision are used.  

 The outcomes of the ML models are compared. 

II. MATERIALS AND METHODS 

This work built a novel SA-DLRSA model to identify and 
classify social media sentiments. The SA-DLRSA approach 
mostly transforms raw social media text into meaningful 
information. Word2Vec word embedding scheme is used to 
reduce language processing dependent on data-pre-processing. 

A. Data Preparation 

A derived dataset achieved by merging two datasets based 
on tweets on Bitcoins is utilized. The two datasets used are 
taken from Kaggle [34, 35], with [34] being the main dataset 
and the data from [35] were refined to match to those in [34]. 
We have removed some columns from both datasets to finally 
get a balanced and meaningful dataset to work with. Using 
Python's concatenating method, the two datasets were merged. 
The collection as a whole has 7 columns and 50058 rows. The 
missing numbers were taken out, and mapping was conducted. 
Special letters, punctuation, numbers, symbols, and hash tags 
were also taken out of the model dataset. The sentiment 
collection has 21938 neutrals, 22937 positives, and 5183 
negatives. The goal of preparing the data is to remove 
undesired and noisy data. Tokenization, case conversion, 
punctuation removal, and stop word removal were conducted, 
and SA was simplified by reducing word-to-root or stem 
formation. 

B. Word Embedding 

Due to their accuracy, ANN-based NLP models are 
becoming more popular. But the majority of NLP techniques 
are slow when evaluating large datasets and require word 
embedding for text datasets. We used Wod2Vec word 
embedding scheme to improve the proposed systems’ 
performance and processing speed. Language is a system of 
unusual occurrences that is so complicated and variable that 
NLP can't model every possible outcome. So, to analyze non-
adjacent words and skip some words, Wod2Vec is used in this 
work. 

C. Hyperparameter Optimization 

During the training of the ML models, it is necessary to 
specify a distinct collection of hyperparameters for each dataset 
and model. Hyperparameters are external configuration 
variables employed to govern the training of ML models. 
Choosing the appropriate hyperparameters is crucial for 
determining the model's architecture, functionality, 
performance, and accuracy. Unfortunately, there is a lack of 
established guidelines for the most effective hyperparameters 
and their ideal or default values. It is necessary to conduct 
experiments in order to determine the most effective 
combination of hyperparameters. This process is referred to as 
hyperparameter tuning. Hyperparameter tuning can be done 
either manually or automatically. This research employs the 
RSA [28] for hyperparameter tuning. Hyperparameter tuning is 
an iterative process where we experiment with various 
combinations of parameters and values. To begin, we establish 
a goal variable, such as accuracy, as the primary metric with 
the objective of either maximizing or minimizing this variable. 
In this study, we have emphasized on hyperparameters such as 
learning rate, optimizer, activation function, batch size and 
number of epochs. We used the RSA to optimize them in an 
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iterative manner based on a fitness value assigned to each 
hyperparameter. During each iteration of the RSA the values of 
the parameters' current best combination are updated. Then 
these parameter values are used by the all ML models to 
classify the tweets. The results achieved are compared with the 
best achieved so far and the best among them are stored as the 
current best. In this way, the process continues utnil the 
termination criteria of the RSA and the final best will be stored. 

The RSA emulates the predatory behavior of crocodiles in 
their native environment [28]. The key difference between the 
RSA algorithm and other optimization algorithms is that RSA 
has a unique method to update the search-agent locations using 
four new methods. For instance, the act of surrounding is 
conducted by high-walking or belly-walking, and the 
crocodiles communicate or collaborate to perform hunting. 
RSA has proved itself better than other Swarm Intelligence (SI) 
algorithms for finding the optimal solutions for different kinds 
of problems [29-32]. RSA operates through three distinct 
phases, analyzed below. 

1) Initialization Phase 

RSA creates the initial solution randomly and uses (1) for 

the creation of the initial solution defined as: ��� represents the 
ith initial individual, while LowerBound (LOB) and 
UpperBound (UPB) represent the lower and upper borders of 
the search area, respectively. 

��� = ��� + 	
� × (��� − ���)           (1) 

2) Encircling Phase (Exploration) 

Crocodiles engage in high and sprawling walks within the 
global search phase. The search technique in RSA is defined by 
the current number of cycles. RSA exhibits a high walk when it 
is less than or equal to 0.25 IT. When the input is less than or 
equal to 0.25 IT, and greater than 0.25 IT, the RSA executes a 
sprawl walk. The computational models that describe the 
mechanism are outlined as follows: 

����� =
⎩⎪
⎨
⎪⎧������� − �� × � − ���� × 	
�,  ! ≤ #$%    ������� × �&'(�� × )*+ × 	
�,   ! ≤ #$% and it > #$%

    (2) 

�� = ������� × ��    (3) 

�� = 2345676 82776
2345676 �9      (4) 

)*+ = 2 × 	� × ;1 − �#$=   (5) 

�� = > + 27768?(2776)2345676 ×(@AA�&BCD(E8FCG�&BCD(E)�9 (6) 

H = �(  ∑ ��(JK�     (7) 

where �������  represents the most current optimal solution, it 
represents the current iteration, IT represents the maximum 
iterations, α is a constant that controls the rate of exploration 

and has a value of 0.1, �&'(��  is an randomly chosen individual, 
ε is a minimal value that prevents the denominator from being 

equal to 0, 	� and ran are random numbers in the range [-1, 1] 
and [0, 1], respectively, and β represents a constant and has a 
value of 0.1. The hunting operator in the ith solution is 
represented as ��  and is computed using (3). Evolutionary 
Perception (EVS) is a stochastic variable that ranges from 2 to  
-2. It quantifies the likelihood of observing declining values 
during the repetitions, as determined by (5). The term Bi 
represents the discrepancy between the location of the best 
solution found so far and the location of the current solution. It 
is derived by (6). M represents the average positions of the ith 
solution, determined using by (7). 

3) The Exploitation Phase (Hunting) 

RSA crocodiles employ two distinct tactics for foraging: 
hunting cooperation and coordination. While the rate of it is 
less than 0.75 IT and greater than or equal to 0.5 IT, the RSA 
engages in hunting coordination. When the rate reaches or 
exceeds 0.75 IT, the RSA employs a hunting cooperation tactic. 
The updating of the position during the hunting phase is carried 
out in the following manner: 

������ =
L������� − �� × 	
�,  ! ≤ #$%  
�M  ! > #$N                      
������� × �� × O − ���� × 	
�,  ! ≤ PQ 
�M   ! > R#$%

   (8) 

The initial population in the search space is generated 
randomly by RSA, and the number of iterations determines the 
search strategy. RSA pseudocode can be seen in Figure 1.  

4) Fitness Function for RSA 

The RSA method defines and uses a fitness function to 
improve the performance of a classifier. It assigns a positive 
number to the solutions that perform well. The fitness function 
in this research was the classification error rate reduction, as 
indicated in (9).  

S !�(T�) = UVWXY Z[V\]Y^ _YX``abacd a\`WX\_c`UVWXY a\`WX\_c` ∗ 100 (9) 

RSA evaluates the fitness assigned to each hyperparameter 
in each iteration and updates the best until the termination of 
the execution. 

III. RESULTS AND DISCUSSION  

A. Assessment Indicators 

The prediction models were assessed using the 10-fold 
cross-validation technique, with evaluation metrics including 
F1-score, recall, precision, and accuracy: Precision (�) = Q�/(Q� + S�)  (10) Recall (�) = Q�/(Q� + Sp)    (11) F1 Score = (2 ∗ � ∗ �)/(� + �)  (12)   Accuracy (�) =       (Qp + Q�)/(Qp + S� + Q� + Sp)  (13) 

TP (true positive) denotes the count of positive cases that 
are correctly classified as positive. True Negative (TN) is the 
number of negative events that are accurately identified as 
negative. False Positive (FP) refers to the number of negative 
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cases that are mistakenly classified as positive and False 
Negative (FN) represents the count of positive cases that are 
incorrectly classified as negative. 

 
Initialize parameters of RSA. Randomly create starting population 

1 While it < IT 

2    Compute the Fitness of all individuals (solutions) 

3  Search Best individual so far 

4   Do update the EVS using Equation 2 

5     For every crocodile Ai do 

6       Do Update R, η, and other values using Equations 3, 4 and 

6 

7          If  it < 0.25IT 

8              Compute new location Ai using Equation 2 

9          Else if it ≤ 0.5 IT and it > 0.25IT 

10              Compute new location Ai using Equation 2 

11          Else if it  ≤ 0.75T and t > 0.5IT 

12              Compute new location Ai using Eq. (8) 

13           Else 

14              Compute new location Ai using Eq. (8) 

15         End if 

16    Compute fitness and choose best one 

17    End for 

18 it =  it  + 1 

19 End while 

20 Return output (best fitness and location) 

Fig. 1.  Reptile search algorithm. 

B. Experimental Results 

Tables I shows the optimal parameter settings achieved 
after hyper parameter tuning for the all models used in this 
study. Table II shows the summary of the F1-score, accuracy, 
precision, and recall of the studied models. The actual total 
positive, neutral, and negative tweets are 22937, 21938, and 
5183 respectively (Figure 2). Figures 4-8 show the confusion 
matrices of the considered algorithms. 

 

 
Fig. 2.  Tweet count. 

TABLE I.  HYPER TUNED PARAMETER SETTING OF THE 
MODELS  

Parameter SVM CNN RNN BiLSTM BERT 

Activation function Softmax 

Batch size 128 

Optimizer Adam 

Epoch number 10 

Learning rate ---- ---- 0.001 ------- 1 × 10
-5

 

TABLE II.  RESULT SUMMARY 

Model Accuracy Precision Recall F1 Score 

SVM 96% 95% 93% 94% 

RNN 97% 96% 94% 97% 

CNN 97% 96% 93% 96% 

BiLSTM 98% 98% 92% 97% 

BERT 99% 99% 95% 98% 

 

 
Fig. 3.  Result summary. 

 

Fig. 4.  Confusion Matrix (SVM). 

 

Fig. 5.  Confusion Matrix (CNN). 
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Fig. 6.  Confusion Matrix (RNN). 

 

Fig. 7.  Confusion Matrix (BiLSTM). 

 

Fig. 8.  Confusion Matrix (BERT). 

IV. CONCLUSION  

Sentiment analysis methods are intended to track and 
classify emotions expressed in messages submitted on social 
media platforms. Studies have generally been conducted to 
classify emotions as good, negative, or neutral. An examination 
of the sentiments gleaned from Twitter (X) posts was 
conducted in this study. Two datasets that are readily available 
in the domain were used. In order to create a well-balanced 
dataset, we combined the two datasets using concatenation 
methods. Then, we used the acquired dataset to apply SVM, 
RNN, bi-directional LSTM, and a freshly developed model, 
BERT. Based on the discussion in [33], we compared the 
outcomes using the recall, F1 Score, precision, and accuracy 
metrics. According to the outcomes, all models delivered 
accuracy of 96% or higher. With 99% accuracy, the BERT 
classifier fared better than the others. Future study will entail 
the application of some more recently developed models and 
combining them to assess the efficacy of machine learning 
models in sentiment analysis. 
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