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ABSTRACT 

Glaucoma, a progressive eye disease, is a major public concern on health due to its gradual onset and the 

possibility of irreversible vision loss. Early glaucoma detection is critical because it allows for timely 

intervention and management, lowering the risk of severe visual impairment. To address this pressing 

need, we present a comprehensive glaucoma detection methodology that focuses on image processing 

techniques and machine learning models. The initialization and preprocessing of retinal fundus images 

obtained from the DRIVE database is the first step in our approach. These images are resized to a 

standard size, grayscaled, and blurred with Gaussian blur to ensure consistency and noise reduction. Our 

methodology is built around feature extraction and modeling. We harness the power of deep learning, 

specifically Long Short-Term Memory (LSTM) and Convolutional Neural Networks (CNNs), which we 

integrate seamlessly with multi-class Support Vector Machines (SVMs). This synergy enables our Deep 

Flex SVM-MC model to capture intricate data patterns during training while also demonstrating 

exceptional adaptability in multi-class classification tasks. The proposed model has a glaucoma detection 

accuracy of 97.2%, an exceptional sensitivity of 97.53%, indicating its proficiency in correctly identifying 

glaucoma cases, and a specificity of 96.4%. 
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I. INTRODUCTION  

Glaucoma, a progressive and frequently asymptomatic eye 
disease, has become a significant health challenge globally. [1]. 
It is distinguished by optic nerve damage and loss of visual 
field, and if left undiagnosed or untreated, it may lead to 
irreversible vision loss [2]. Detection of glaucoma at early 
stage is critical because it allows for timely intervention and 
management, lowering the risk of severe visual impairment [3-
5]. However, the stealthy nature of glaucoma makes early 
detection difficult, emphasizing the need for advanced and 
precise detection methods [6]. Detecting glaucoma early allows 
for proactive treatment and lifestyle changes to slow or stop the 
disease's progression, preserving the patient's vision and quality 
of life [7-8]. To address the challenge of early glaucoma 
detection, the proposed methodology makes use of the synergy 
between computer vision and Machine Learning (ML). It starts 
with preprocessing retinal fundus images from the DRIVE 
database [18] to ensure uniformity and noise reduction [21]. 
The methodology's heart is in feature extraction and modelling, 
where advanced techniques like Histogram of Oriented 

Gradients (HOG) are used to capture local gradient information 
and statistical measures. The development of the proposed 
Deep Flex SVM-MC model is the current paper's most notable 
contribution. Deep Learning (DL), specifically LSTM and 
CNN, are seamlessly integrated into this innovative model, 
which replaces traditional multi-class Support Vector Machines 
(SVMs). The addition of LSTM-CNN improves the model's 
ability to capture intricate data patterns during both training 
and testing, resulting in significantly improved accuracy in 
multi-class classification, including glaucoma detection. 

II. RELATED WORKS 

Researchers have recently focused on the detection and 
classification of glaucoma from retinal fundus images, with the 
goal of improving accuracy and efficiency by utilizing the most 
recent DL approaches.  

The proposed methodology in [9] used the Spectralis 
Method and reported a specificity rate of only 88.9%. Authors 
in [10] used an ensemble approach in 2019 to develop a 
glaucoma detection model with an 88% accuracy. To address 
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this limitation, ensemble methods could be improved by 
experimenting with different combination strategies and taking 
into account a larger ensemble of diverse models. Authors in 
[11] established a system model based on the use of various 
CNN architectures in 2019 and achieved a 96.27% accuracy. 
For further validation and applicability in real-world scenarios, 
the dataset size and generalizability limitations should be 
considered. Authors in [12] projected an automated type of 
glaucoma detection device based on DWT and also median 
filter for pre-processing in 2020 and achieved 96.7% accuracy. 
In [13], an ensemble method based on CNN architecture 
ResNet was developed and achieved 91.1% accuracy. Authors 
in [14] proposed GlaucomaNet in 2022, with the model 
consisting of two CNNs and achieving an accuracy of 93%. 
The limitation of the work is low accuracy, considering the 
state-of-the-art.  

III. THE PROPOSED SYSTEM 

Figure 1 depicts the proposed methodology for Glaucoma 
Detection on Retinal Fundus Images, which is a comprehensive 
and systematic approach aimed at accurately identifying 
glaucoma-related abnormalities. It begins with the Initialization 
and Preprocessing phases, in which images from the dataset are 
manipulated. Fundus images are loaded from the DRIVE 
database [18] and are subjected to various enhancement steps 
to optimize image quality, such as resizing, grayscale 
conversion, and Gaussian blur application. 

 

 
Fig. 1.  Block diagram of the proposed glaucoma detection methodology. 

The images are then convolved with these filters to produce 
a set of filtered images, each capturing information at a 
different orientation and scale [19-21].  

When applying Gabor filtering to the enhanced grayscale 
image G(x, y)' typically a bank of Gabor filters with varying 
orientations and scales is created [15-17]. The mathematical 
equation for convolving the image with a Gabor filter F(x, y) at 
a specific orientation and scale is given by: 

���������	, ��  �  ��	, ��′ ∗  ��	, �   

The Deep FlexSVM-MC Model is introduced in the 
training and testing phases of this methodology. The proposed 
Deep Flex SVM-MC model, contains various (one input, two 
convolution, two max pooling, one LSTM, one fully 
connected) layers. The model starts with the pre-processed test 
images in the Input Layer and produces. This model combines 
the power of SVMs with DL, with feature integration handled 
by LSTM-based CNN. Deep Flex SVM-MC is highly 
adaptable, allowing for the seamless switching between 
optimization methods (QP, SMO) based on the characteristics 
of the dataset, ensuring optimal performance across diverse 
multi-class classification scenarios. Its adaptability and DL 
integration make it ideal for multi-class classification tasks in a 
variety of domains, allowing users to leverage the benefits of 
DL within the traditional SVM framework and achieve cutting-
edge performance 

The Deep FlexSVM-MC Model is a robust framework that 
produces glaucoma detection results. The following Algorithm 
shows the basic steps of the model. 

Step 1: Model Initialization 

Initialize Deep FlexSVM-MC model with 

LSTM-CNN and SVM components 

Step 2: Training Phase 

For each image in the dataset: 

    // Extract HOG features 

   // Train LSTM-CNN 

  // Define LSTM-CNN layers and 

architecture 

 // Convolutional Layer 1 

  // Max Pooling Layer 1 

 // Convolutional Layer 2 

     //Max Pooling Layer 

     // LSTM Layer - Number of units: 128 

     // Fully Connected Layer 

     // Output Layer 

    //Specify hyper parameters 

   // Input: HOG features 

    //Output: Features after LSTM-CNN 

layers 

      Step 2: Train SVM classifier 

              // Define SVM parameters 

            //Input: Output from LSTM-CNN 

           // Output: Trained SVM model 

      Step 3: Testing Phase 

           // Select a test image 

          // Pre-process the test image 

         // Resize and convert to 

grayscale  

        // Extract HOG features from the 

test image 
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      Step 4: Classify using the model 

        //Output = Deep FlexSVM-MC (Output 
from LSTM-CNN) 

       // Display the classification 

result 

      Step 5: Glaucoma Detection 

(Segmentation) 

       // Load a sample image for glaucoma 

detection 

     // Perform image processing and 

segmentation 

     // Define segmentation techniques   

    // Input: Test image 

   // Output: Segmented glaucoma-related 

regions 

   Step 6: Display intermediate and final 

segmentation results  

End 

 

 
Fig. 2.  Proposed model architecture. 

We can compute various statistical measures for the 
considered features, such as mean, variance, skewness, 
kurtosis, entropy, and energy.  

Mean of HOG features (μ): The mean is calculated by 
summing up all the HOG feature values and dividing by the 
total number of features (N): 

� �  ��
�� ∗  � ����������     (1) 

Variance of HOG Features (σ2): The variance measures the 
spread or dispersion of the feature values: 

 ! �  ��
�� ∗  � "���������� #  �$!

  (2) 

Skewness of HOG Features (γ): Skewness measures the 
asymmetry of the feature distribution: 

% �  ��
�� ∗  � &"'()*+,-./+0 1$2

32 4  (3) 

Kurtosis of HOG Features (κ): Kurtosis measures the 
"tailedness" or peakedness of the feature distribution: 

5 �  ��
�� ∗  � &"'()*+,-./+0 1$6

36 4 #  3  (4) 

Entropy of HOG Features (E): Entropy measures the 
information content or uncertainty in the feature distribution: 

8 �  #� 9:"����������$ ∗  �;<2 �:"����������$�> (5) 

where P(HOGfeature) is the probability of observing a particular 
HOG feature. 

Energy of HOG Features (E): Energy is a measure of the 
magnitude or strength of the feature distribution: 

2   ( )featureE HOG     (6) 

These statistical measures provide information about the 
HOG feature distribution's central tendency, spread, symmetry, 
and information content. 

IV. RESULTS AND DISCUSSION 

Figure 3, sourced directly from the renowned DRIVE 
database of retinal fundus images, serves as the foundation of 
our analysis. Figure 4 shows the result of resizing the original 
image, Figure 5 shows the result of grayscale conversion by 
isolating the green channel, and Figure 6 shows the isolated 
background of the image. 

Figure 7 shows the outcome of Gaussian blur application to 
the grayscale image. This improved image quality significantly 
improves the effectiveness of the  subsequent processing 
stages. Figure 8 shows the image after it has been subjected to 
Contrast Limited Adaptive Histogram Equalisation (CLAHE). 
Figure 9 is an extracted Region of Interest (ROI) encompassing 
the optical disc, a key anatomical feature in our research. 

 

 
Fig. 3.  Original image. 

 
Fig. 4.  Resized image. 

 
Fig. 5.  Green channel image. 
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Fig. 6.  Image background. 

 
Fig. 7.  Gaussian blurred image. 

 
Fig. 8.  Image after CLAHE application. 

 
Fig. 9.  Extracted optical disc region. 

 
Fig. 10.  Vessel extracted image for feature extraction using HoG. 

Figure 10 shows an image that has been vessel segmented, 
effectively isolating blood vessels within retinal images. Figure 
11 depicts the end result of our segmentation efforts, 
emphasising and highlighting both the optic cup and the optic 

disc. Figure 12 shows the glaucoma affected regions via 
superimposition of vessels segmented on the original image. 
Figure 13 highlights the final optic disk region for detection of 
the affected part. 

 

 
Fig. 11.  Final segmented region highlighting the optic cup and optic disc. 

 
Fig. 12.  Glaucoma affected regions. 

 
Fig. 13.  Final optic disk region for glaucoma detection. 

A. Accuracy 

The accuracy metric counts how many correct predictions 
were made out of all the predictions made.  

Accuracy � �EFG EH�
EFG IFG EHG IH   (7) 

where TP stands for True Positive, TN for True Negative, FP 
for False Positive, and FN for False Negative. 

TABLE I.  ACCURACY COMPARISON  

Method Accuracy (%) 

CNN [12]  96.27 
FA-DWT [13] 96.7 
ResNet [14] 91.1 

GlaucomaNet [15] 93 
CNN (AlexNet) + RF [18] 93.33 

K-Means [19] 92 
Proposed 97.2 

 

The accuracy comparison of the proposed method with 
other works in the context of glaucoma detection is presented 
in Table I and Figure 14. The proposed method achieves a 
remarkable accuracy of 97.2%, demonstrating its ability to 
correctly classify glaucoma cases. The proposed method 
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outperforms ResNet, GlaucomaNet, and even ensemble 
approaches such as CNN (AlexNet) + Random Forest (RF), 
implying that it addresses specific glaucoma detection 
challenges.   

B. Sensitivity 

Sensitivity, a critical metric in medical diagnostics, assesses 
the model's ability to detect positive cases, in this case, 
glaucoma, among all actual positive cases. 

Sensitivity � EF
EFG IH    (8) 

Table II and Figure 15 show the sensitivity analysis result 
comparison with existing works, with a particular emphasis on 
the performance of the proposed Deep FlexSVM-MC Model. 
The proposed model has a sensitivity of 97.53%, indicating an 
exceptional ability to correctly identify glaucoma cases. This 
visual representation clearly shows that the proposed Deep 
FlexSVM-MC Model outperforms the established methods and 
DL architectures in glaucoma detection, with a sensitivity rate 
of 97.53%. 

TABLE II.  SENSITIVITY COMPARISON 

Method Sensitivity (%) 

Spectralis [10] 53 
ResNet [14] 91.1 

DRUNET [16] 92 
Basic CNN models [17] 87 

K-Means [19] 93 
Proposed 97.53 

 

 
Fig. 14.  Accuracy comparison. 

 
Fig. 15.  Sensitivity comparison. 

C. Specificity 

Specificity assesses model's ability to identify correctly the 
negative instances (in this case, healthy images). 

Specificity � EH
�IFG EH�    (9) 

Table III and Figure 16 show the specificity analysis result 
comparison with existing works. 

The proposed model has attained a specificity of 96.4%, 
indicating a high ability to correctly classify healthy individuals 
as non-glaucomatous. The Spectralis Method comes closest 
among the other methods, with a specificity of 95.6%, 
demonstrating a comparable level of performance in this 
regard.  

 

TABLE III.  SPECIFICITY COMPARISON 

Methods Specificity (%) 

Spectralis [10] 95.6 
ResNet [14] 83.3 

Basic CNN models [17] 89 
K-Means [19] 93 

Automated System [20] 94 
Proposed 96.4 

 

 
Fig. 16.  Specificity comparison. 

D. Discussion 

As evidenced by its remarkable performance metrics, the 
proposed Deep Flex SVM-MC Model excels in glaucoma 
detection. It achieves 97.2% accuracy, demonstrating its 
ability to correctly classify glaucoma cases with a high degree 
of accuracy. Furthermore, the model has an exceptional 
sensitivity rate of 97.53%, demonstrating its ability to identify 
true positive glaucoma cases and a specificity rate of 96.4%. 

V. CONCLUSION  

Our method includes the initialization and preprocessing of 
retinal fundus images, advanced feature extraction by using 
Histogram Oriented Gradients, and the creation of the proposed 
Deep Flex SVM-MC model, which seamlessly integrates deep 
learning (LSTM-CNN) with traditional Multi-Class Support 
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Vector Machines. Our study's findings are very encouraging, 
with the Deep Flex SVM-MC model achieving exceptional 
performance metrics. It achieves an impressive accuracy rate of 
97.2%. Furthermore, it has a high sensitivity of 97.53%, 
indicating its ability to identify true positive glaucoma cases, 
which is critical for early diagnosis. Furthermore, the model 
has a specificity of 96.4%, demonstrating its ability distinguish 
between healthy and glaucoma patients. 
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