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ABSTRACT 

Ambulance crews play an important role in responding quickly to emergencies and rescuing patients by 

providing appropriate treatment. Typically, fully equipped emergency vehicles are used to transport 

ambulance personnel to emergency locations. The ambulance crew cleans, sterilizes, and prepares 
equipment after each patient transfer with great care. Additionally, they check more than 70 pieces of 

equipment twice a day using a checklist, which is a tedious, time-consuming, and error-prone task. This 

study uses computer vision and deep learning techniques to replace the manual checklist process for 

medical equipment to assist the crew and make the equipment availability check faster and easier. To 

accomplish this, a dataset containing 2099 images of medical equipment in ambulances was collected and 

annotated with 3000 labeled instances. An experimental study compared the performance of YOLOv9-c, 
YOLOv8n, and YOLOv7-tiny. YOLOv8n demonstrated the best performance with a mAP50 of 99.2% and 

a speed of 3.3 ms total time per image. Therefore, YOLOv8 was selected for the proposed system due to its 

high accuracy and detection speed, which make it suitable for mobile applications. The presence of an 

application integrated with computer vision and deep learning technologies in paramedic devices can assist 

in reviewing the equipment checklist, reducing human errors, speeding up the review process, and 
alleviating the burden on paramedics in their work. 

Keywords-Medical Equipment Detection, Ambulance Equipment Detection, Computer Vision, Deep Learning, 

You-Only-Look-Once (YOLO)   

I. INTRODUCTION  

An ambulance is a means of transporting patients in critical 
condition to the hospital and is essential in any Emergency 
Medical System (EMS). Ambulance crews provide care and 

transportation to patients in need, often during the most crucial 
moments of their lives. Ambulances are equipped with all the 
necessary equipment to treat patients. Therefore, paramedics 
and prioritized personnel must ensure the readiness and 
maintenance of this equipment to confirm its availability and 
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use when needed, as it plays a significant role in preserving 
human life. After each patient transfer, the equipment should 
be cleaned, sterilized, and prepared for the next usage. In Saudi 
Arabia, the Red Crescent Authority made an effort to automate 
the equipment checking process through the Electronic Medic 
application, where the ambulance crew logs into the system 
and navigates to the reference list displaying a comprehensive 
equipment inventory divided into four sections, comprising 
over 100 types of equipment. The equipment in each section is 
checked for its availability and quantity to be determined. In an 
interview conducted on December 7, 2023, the Saudi Red 
Crescent Society stated that the equipment check process 
usually takes between 20 and 25 minutes for experienced 
personnel, but it may require more time for beginners. This 
study deploys computer vision and deep learning techniques to 
assist and facilitate the equipment check process.  

Object detection and recognition employ computer vision, 
image processing, and deep learning [1]. In [2], a low-cost 
computer vision approach was presented to track surgical tools. 
Deep learning algorithms show great promise in extracting 
features and patterns from complex medical data, such as 
detecting cancer and eye diseases [3-5]. In [6], a system was 
presented to accurately identify surgical tools, namely curved 
and straight forceps, with an accuracy exceeding 99%. In [7], 
the YOLOv7x algorithm was applied to detect surgical tools. 
This study introduced the Recurrent Field-of-View Kernel 
(RepLK) module and the Object Detection Convolution 
(ODConv) structure to enhance feature extraction and 
recognition accuracy, addressing the challenges of identifying 
similar-looking, occluded, or densely arranged tools. This 
algorithm achieved precise surgical tool detection, with 
experimental results demonstrating higher accuracy, with F1, 
AP, AP50, and AP75 reaching 94.7%, 91.5%, 99.1%, and 
98.2%, respectively.  

Adopting computer vision and deep learning techniques to 
detect ambulance equipment could enhance the quality of work 
of ambulance crews. Although computer vision and deep 
learning have revolutionized various fields, their application 
within ambulance equipment detection remains largely 
unexplored. This study aims to fill this gap and unleash the 
potential of these technologies to enhance ambulance crew 
performance and patient care, making a unique contribution to 
the EMS field by exploring the potential of computer vision 
and deep learning. The staff simply scans the equipment using 
the camera on their phones or tablets, which then evaluates its 
availability and quantity and alerts them if any equipment is not 
detected. Additionally, the staff can manually check the 
equipment. The proposed solution can reduce the likelihood of 
human error, facilitate equipment management and tracking, 
and save time and effort for the ambulance crew, allowing 
them to focus on providing immediate medical care to patients. 
This study aimed to: 

 Create, collect, and annotate a dataset for emergency 
medical equipment. 

 Conduct a comparative analysis to evaluate the 
performance of three object detection models, namely 
YOLOv9-c, YOLOv8n, and YOLOv7-tiny. 

II. DATA COLLECTION AND METHOD 

A. Dataset Collection 

A dataset was collected in collaboration with the ambulance 
department at King Abdullah Medical City in Mecca, Saudi 
Arabia. Using mobile phones, 15-20 minutes of video footage 
was recorded on all ambulance equipment from different 
angles and lighting conditions, and then every second was 
converted to one or two images using Roboflow [8]. Due to 
time and resource constraints, three pieces of equipment were 
chosen to train the models. Sufficient data were available from 
all angles and under all lighting conditions to ensure that the 
model was robust to real-world variations. The selection of 
ambulance equipment was based on the following criteria: 

 The importance of equipment in saving lives: 

o The neck collar used to support and stabilize the neck 
in cases of injury 

o The suction used to remove fluid from the airways in 
resuscitation cases 

o The cannula used to deliver fluids or collect samples 
in emergencies. 

 Possibility of losing equipment outside the ambulance: 

o The suction device and cannula are easily 
transportable and easy to lose outside the vehicle. 

 Diversity of equipment sizes: 

o The cannula is small in size 

o The neck collar and suction device are larger. 

 The necessity of having a certain number of pieces of 
equipment: 

o The cannula and collar are basic pieces of equipment 
that must be available in certain numbers in the 
ambulance. 

B. Dataset Annotation 

The annotation process involved analyzing video clips 
recorded inside the King Abdullah Medical City ambulance in 
Mecca using Roboflow [8]. The clips were converted to image 
frames to identify instances falling into three categories: 
Cannula, Neck-collar, and Suction. Figure 1 depicts the dataset 
comprising 2099 images with 3000 instances of the specified 
ambulance equipment. Then, 1000 instances were annotated for 
each of the three categories, totaling 3000 instances. Figure 2 
portrays a sample of the annotated images. 

 

 
Fig. 1.  Dataset health check. 
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(a) (b) (c) 

Fig. 2.  Dataset sample: (a) Cannula, (b) Neck-collar, (c) Suction. 

C. YOLO Algorithms 

YOLO (You Only Look Once) was presented in 2016 [9], 
redefining object detection as a single-pass regression task, 
starting from image pixels and progressing to bounding box 
and class probabilities. This method allowed concurrent 
prediction of several bounding boxes and class probabilities, 
enhancing speed and accuracy [10]. This study selected the 
most recent versions of the algorithm: YOLOv7, YOLOv8, and 
YOLOv9. YOLOv7 introduced an Efficient Layer Aggregation 
Network (ELAN) architecture, which improves self-learning 
without affecting the original gradient [11]. YOLOv7-tiny 
simplifies the architecture for peripheral GPUs, sacrificing 
some accuracy for speed and weight advantages [12]. 
YOLOv8, released in 2023, is a high-performance object 
detection model in the YOLO series. It features improved 
components, such as the backbone, neck, and head, to 
efficiently detect and localize objects [13]. The model includes 
five versions, differing in network depth and width, with 
YOLOv8n being the fastest model for accurate target detection 
[14]. YOLOv9, released in 2024, has two versions: YOLOv9-e 
and YOLOv9-c. YOLOv9-c is lighter. It includes 
Programmable Gradient Information (PGI) and GELAN to 
improve model efficiency. PGI helps to manage gradient info 
propagation [15], while GELAN combines Cross Stage Partial 
Network (CSPNet) and ELAN to improve info integration and 
efficiency in model training, offering benefits such as 
lightweight, speed, and accuracy [16]. 

D. Training Methodology 

This study aims to enhance the ambulance checklist review 
process, ensuring a compact size suitable for mobile 
applications. Experiments with various versions of the YOLO 
algorithm were carried out, including YOLOv7-tiny, 
YOLOv8n, and YOLOv9-c. These models were trained on a 
dataset of 2099 images with 3000 instances of equipment in the 
ambulance vehicle, each labeled with classes Neck-Collar, 
Suction, or Cannula. 1463 images were utilized for training, 
430 images for validation, and 206 images for testing. The 
dataset was insufficient, so transfer learning was applied to 
fine-tune pre-trained model weights on new data. Thus, all 
previously mentioned models were pre-trained on the Common 
Objects in Context (COCO) dataset [17], one of Microsoft's 
largest datasets [17]. Table I details the hyperparameters. 

TABLE I.  MODEL HYPERPARAMETERS 

Models Optimizer Learning Rate Batch Size  Epochs 

YOLOv7-tiny Adam 0.001 16, 32,64 25, 50 

YOLOv8n Adam 0.001 16, 64 25, 30, 50 

YOLOv9-c SGD 0.01 8, 16 25, 35, 50 

E. Tracking And Counting Methodology 

The tracking and counting of ambulance equipment 
deploying the YOLO object detection models was custom-
trained on the selected ambulance equipment because it gave 
optimal results. The ByteTrack multi-object tracking algorithm 
was used, as it is an efficient real-time object tracking 
algorithm designed for video sequences. ByteTrack is a simple, 
efficient, and versatile method for data association [18]. The 
algorithm links tracklets with high-score detection boxes, 
employing an one-shot detection-based approach that integrates 
object tracking and detection into a unified model. ByteTrack 
achieves high tracking speed by sharing computational 
resources between detection and tracking [18]. Ultralytics and 
supervision libraries were engaged to draw frames and label 
class names. A line was generated using the LineCounter and 
LineCounterAnnotator library to count objects that surpass this 
line, as evidenced in Figure 3. 

 

 
Fig. 3.  Example of counting the ambulance equipment. 

F. Training Environment 

Model training requires high computational resources, such 
as GPUs. This study utilized Google Colab for model training, 
which is a cloud platform to run Python code. Training was 
carried out on resources provided by Google Colab for free, a 
T4 GPU with 12GB VRAM. The Colab Pro paid version was 
used for the slower and more complex model YOLOv9-c, 
offering access to more powerful GPUs, including the faster 
GPU L4, to accelerate the training process. 

G. Evaluation Metrics 

Basic metrics were put into service to evaluate the models' 
performance in the detection task and gauge their effectiveness 
in recognizing and classifying small objects. The primary 
metrics deployed were Average Precision (AP) and mean 
Average Precision (mAP). These were determined by 
comparing the algorithm output with the actual object labels of 
the image to assess the algorithm's accuracy for each feature 
class using (1) and (2). Precision measures the ratio of true 
predictions to total optimistic predictions (3), and recall 
measures the ratio of true positives to the number of positive 
ground truths (4). The F1-Score considers both precision and 
recall by calculating their harmonic mean (5) and helps to 
evaluate the balance between them [19]. 

AP �
�

���		
	
∑ PR
��

    (1) 

mAP �
�

���		
	
∑ AP


���		
	

��    (2) 



Engineering, Technology & Applied Science Research Vol. 14, No. 4, 2024, 15439-15446 15442  
 

www.etasr.com Hussain et al.: Enhancing the Quality of Ambulance Crew Work by detecting Ambulance Equipment … 

 

These metrics were computed utilizing a confusion matrix 
comprising four components: True Positives (TP) indicate the 
number of instances correctly classified as positive by the 
model from the positive class, False Positives (FP) denote the 
number of instances incorrectly classified as positive by the 
model from the negative class, True Negatives (TN) is the 
number of instances correctly classified as negative by the 
model from the negative class, and False Negatives (FN) is the 
number of instances incorrectly classified as negative by the 
model from the positive class. Precision, recall, and F1-Score 
were calculated by: 

Precision �
��

�����
    (3) 

Recall �
��

�����
    (4) 

F1 " Score �
$ %�%� 

���
    (5) 

Intersection over union (IoU) is another concept for object 
detection [20]. This metric measures the accuracy of each 
bounding box by taking the ratio of the overlapping areas 
between the actual (Bgt) and predicted (Bpr) bounding boxes to 
their union area. Equation (6) shows its formula and Figure 4 
represents its application. 

IoU �  
()*  ∩ (,-

()*  ∪ (,-
    (6) 

 

 
(a) (b) 

Fig. 4.  IoU is the ratio of the intersection area over the union area:  

(a) intersection area, (b) union area. 

III. RESULTS AND DISCUSSION 

A comparative analysis was performed after several 
experiments to evaluate the selected models and determine 
their optimal performance in various aspects. 

A. Evaluation Matrix And Model Size 

Tables II-IV illustrate the evaluation metrics Precision (P), 
Recall (R), and Mean Average Precision (mAP) for YOLOv7-
tiny, YOLOv8n, and YOLOv9-c with various hyperparameters, 
including learning rate (Lr), batch size, and epochs. Figure 5 
displays a comparison of YOLOv7-tiny, YOLOv8n, and 
YOLOv9-c based on mAP0.5. Hyperparameters for YOLOv8n 
and YOLOv7-tiny were 50 epochs, 0.001 learning rate, and 64 
batch size. The hyperparameters for YOLO9-c were different, 
as this model was heavy for the available GPU, so epochs were 
set to 50, the learning rate was set to 0.01, and batch size was 
set to 16. YOLOv8n had the best performance, YOLOv7-tiny 
was close, and YOLOv9-c had the worst results. 

TABLE II.  EVALUATION OF YOLOV7-TINY 

TABLE III.  EVALUATION OF YOLOV8N 

TABLE IV.  EVALUATION OF YOLOV9-C 

 

 
Fig. 5.  mAP0.5 of the YOLO models examined under 50 epochs. 

B. Confusion Matrix 

Figures 6-8 disclose the confusion matrices of the models, 
evaluating their performance and summarizing how well each 
one performs in distinguishing different classes. Confusion 
matrices go beyond a simple assessment of correct or incorrect, 
revealing exactly how often a model makes certain types of 
errors [21]. Based on the confusion matrices, YOLOv8n was 
the best, while YOLOv7-tiny was close. However, YOLOv9-c 
had the lowest performance due to its heavy size, which 
affected its accuracy. 

Size: 12.3 MB 

mAP50(%) R (%) P (%) Hyperparameters 

97.2 96.2% 96.9 

Lr = 0.001 

Batch size = 32 

Epochs =50 

96.7 95.3% 95.4 

Lr = 0.001 

Batch size = 64 

Epochs =50 

79.2 78.6 76.8 

Lr = 0.001 

Batch size = 16 

Epochs =25 

Size: 6.3 MB 

mAP50(%) R (%) P (%) Hyperparameters 

99.2 98.7 98.7 

Lr = 0.001 

Batch size = 64 

Epochs =50 

98.7 97.8 98.7 

Lr = 0.001 

Batch size = 16 

Epochs =30 

99.1 98.3 98.5 

Lr = 0.001 

Batch size = 16 

Epochs =25 

Size: 51.5 MB  

mAP50(%) R (%) P (%) Hyperparameters 

59.1 47.0 88.5 

Lr = 0.01 

Batch size = 16 

Epochs =50 

59.1 47.0 88.5 

Lr = 0.01 

Batch size = 16 

Epochs =35 

59.3 42.9 83.1 

Lr = 0.01 

Batch size = 8 

Epochs =25 
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Fig. 6.  Confusion matrix of YOLOv7-tiny. 

 
Fig. 7.  Confusion matrix of YOLOv8n. 

 
Fig. 8.  Confusion matrix of YOLOv9-c. 

C. F1-Confidence, Precision-Confidence, Precision-Recall 

Curve, and Recall Confidence. 

Figure 9 exhibits several performance curves of YOLOv7-
tiny, demonstrating its strong performance in various 
evaluation metrics. The F1 confidence curve shows an F1-
Score of 0.97 at a confidence threshold of 0.474, indicating a 
good balance between precision and recall. The precision 
confidence curve displays a precision of 1.00 at 0.869 
confidence, suggesting accurate positive predictions. The 
precision-recall curve displays an impressive mAP of 0.979 at a 
confidence threshold of 0.5, demonstrating the model's overall 
effectiveness in detecting objects. The recall confidence curve 
manifests a perfect recall of 0.99 at 0.000 confidence, showing 
that the model successfully identifies almost all positive 
instances. 

 

 
Fig. 9.  YOLOv7-tiny: (a) F1-confidence, (b) Precision-confidence curve,  

(c) Precision-recall curve, and (d) Recall confidence. 

Figure 10 portrays the performance of the YOLOv8n 
model, which had even better performance metrics. The F1 
confidence curve shows an excellent F1-Score of 0.99 at 0.513 
confidence, indicating a high balance between precision and 
recall. The precision confidence curve demonstrates a precision 
of 1.00 at 0.941 confidence, suggesting accurate positive 
predictions. The precision-recall curve displays an impressive 
mAP of 0.992 at a confidence threshold of 0.5, demonstrating 
the model's overall effectiveness in object detection. The recall 
confidence curve exhibits a perfect recall of 1.00 at 0.000 
confidence, indicating that the model did not miss any positive 
instances. 

Figure 11 depicts the performance of the YOLOv9-c 
model. This model had lower performance in terms of accuracy 
and overall effectiveness. The F1 confidence curve manifests 
an F1-Score of 0.73 at 0.591 confidence, indicating a relatively 
lower accuracy in balancing precision and recall compared to 
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the other models. However, the precision confidence curve 
exhibits a precision of 1.00 at 0.981 confidence, indicating 
accurate positive predictions. The precision-recall curve 
discloses an mAP of 0.771 at a confidence threshold of 0.5, 
suggesting a lower overall effectiveness. The recall confidence 
curve presents a recall of 0.96 at 0.000 confidence, suggesting 
a high sensitivity but with missed positive instances. 

 

 
Fig. 10.  YOLOv8-n: (a) F1-confidence, (b) Precision confidence curve,  

(c) Precision-Recall curve, and (d) Recall confidence curve. 

 
Fig. 11.  YOLOv9-c: (a) F1-confidence, (b) Precision-Confidence curve, (c) 

Precision-Recall curve, and (d) Recall Confidence of YOLOv9-c. 

D. Speed 

The proposed solution can help ensure the availability of 
ambulance equipment and accelerate the process by 
implementing it in real-time. Table V illustrates the time 
distribution in two key phases: inference (passing the image 
through the neural network) and post-processing. YOLOv8n 
had the fastest time (3.3 ms) due to its lightweight nature, 
whereas YOLOv9n was the slowest (19.7 ms) due to its large 
size. 

TABLE V.  DETECTION TIME OF MODELS USING L4 GPU 

Total time 

(ms) 

Postprocessing 

(ms) 

Inference 

(ms) 
Model 

5.7 2.3 3.4 YOLOv7-tiny 

3.3 1.9 1.4 YOLOv8n 

19.7 3.7 16.0 YOLOv9-c 

 

E. Discussion 

Figure 12 provides the results based on mAP for YOLOv7-
tiny, YOLOv8n, and YOLOv9-c. The mAP50 result of 
YOLOv7-tiny (97.2%) was close to that of YOLOv8n (99.2%). 
On the other hand, YOLOv9 showed unsatisfactory mAP50 
(59.3%) due to its large size (51.5 MB). Currently, there are 
only two versions of this model available, YOLOv9-c and 
YOLOv9-e. The smaller version was tested, but the remaining 
sizes of this model are not available yet. 

 

 

Fig. 12.  Comparison of mAP50 for each model. 

Table VI displays the performance of YOLOv8n in each 
class. YOLOv8n is the optimal model for light equipment 
detection, as its lightweight (6.3 MB) and fast detection speed 
(3.3 ms) make it suitable for mobile applications. It achieved a 
mAP50 result of 99.2%. The model exhibited high results in all 
three classes, as they differ greatly in terms of sizes, colors, and 
shapes, which positively affects its performance. The model 
was trained and tested on one form of equipment in each class, 
currently used by the Red Crescent Authority, contributing to 
its performance. In the Suction class, it outperformed the others 
with an mAP50 score of 99.5%, attributed to its larger and 
clearer characteristics compared to the Neck-collar and 
Cannula classes. Both of the latter are usually contained in 
plastic bags, which could explain the relatively lower results 
compared to those obtained in the former class. Figure 13 
illustrates a sample of the test results. 

 



Engineering, Technology & Applied Science Research Vol. 14, No. 4, 2024, 15439-15446 15445  
 

www.etasr.com Hussain et al.: Enhancing the Quality of Ambulance Crew Work by detecting Ambulance Equipment … 

 

TABLE VI.  PERFORMANCE OF YOLO8N IN EACH CLASS 

Class P (%) R (%) mAP50(%) 

All 0.987 0.987 0.992 

Neck-Collar 0.978 0.98 0.991 

Suction 0.997 1 0.995 

Cannula 0.986 0.981 0.991 

 

 
(a) (b) (c) 

Fig. 13.  Sample of testing results using YOLOv8n: (a) Suction, (b) Neck-

collar, (c) Cannula. 

IV. CONCLUSION AND FUTURE WORK 

This study presented a solution to help ambulance crews 
confirm the availability and count of essential ambulance 
equipment to accelerate the checklist review process using 
computer vision and deep learning. A dataset was built, 
containing 2099 images with 3000 instances of equipment in an 
ambulance vehicle, each labeled as Neck-collar, Suction, or 
Cannula. 1463 images (70%) were utilized for training, 430 
(20%) for validation, and 206 (10%) for testing. Three deep-
learning object detection models were evaluated, namely 
YOLOv9, YOLOv8n, and YOLOv7-tiny. The results showed 
that YOLOv8n achieved the best performance, with 99.2% in 
mAP50, a compact model size of 6.3 MB, and a fast inference 
speed of 3.3 ms, making it suitable for mobile applications. 
YOLOv7-tiny achieved close results to YOLOv8n, with 97.2% 
in mAP50, a compact model size of 12.3 MB, and an inference 
speed of 5.7 ms. YOLOv9-c was less favorable due to its lower 
detection accuracy of 59.3% mAP50, a model size of 51.5 MB, 
which is considered heavy, and a slower inference speed of 
19.7 ms. Despite the successful implementation of the 
proposed solution, there are a few limitations: 

 The models were trained on only three types of equipment 
and one form of ambulance vehicle equipment. Therefore, 
the models' current functionality is limited to detecting and 
counting the three classes of equipment they were trained 
on. Expanding the classes to include more ambulance 
equipment would be desirable. 

 The dataset size was small, which is considered a limitation 
that can affect the performance of the models. Increasing 
the dataset size could improve their accuracy.  

Future work could involve expanding the dataset to include 
most or all ambulance equipment in various forms to improve 
the efficiency of the system. This model could be used under 
human supervision, being integrated into a mobile application 
to scan  ambulance equipment through the camera to assess 
availability and quantity, and so assist staff. On the other hand, 
to ensure that the scan process runs safely and avoid potential 
risks, a confirmation message should appear for any undetected 
device, prompting the user to re-scan it. Paramedics can 

manually inspect equipment and include notes (e.g., expiration 
dates, etc.). They can also access the history of all checklist 
processes and review them. Furthermore, enhancing the model 
could involve adding a feature to verify the readiness status of 
the equipment. 
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