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ABSTRACT 

The production lines for wall bricks have achieved a high level of automation. Most brick production lines 
in developing countries have automated the steps up to placing the bricks in the kiln. However, the manual 

loading and unloading of bricks after firing still remains. This manual process reduces labor productivity 

and increases the cost of the final product. To address this issue, this study aims to utilize machine vision 

algorithms to detect cracks in bricks, thereby facilitating the automation of the brick loading and 

unloading process. A comprehensive image processing method is developed, which combines square 

detection and moment algorithms to analyze image properties. This integrated approach enables the 

accurate detection of cracks and the determination of their respective areas, ensuring precise and reliable 
results. By detecting defects in the bricks, we can replace faulty ones and employ robots to automatically 

handle rows of bricks. The study's results demonstrate the proposed method's ability to accurately identify 

brick defects. These findings are significant as they contribute to the automation of brick loading and 

unloading, which can be implemented in large-scale brick factories, leading to a safer and more efficient 
working environment. 

Keywords-machine vision; wall brick; brick crack; product defects   

I. INTRODUCTION  

In today's era of the 4.0 industrial revolution, robots are 
becoming increasingly popular [1-3] and manipulator robots, in 
particular, have found wide applicability across various 
industries [4-6], including the wall brick production lines. 
Traditionally, taking bricks has been a labor-intensive task 
requiring manual effort and precision. However, the 
introduction of robotic arms has revolutionized this process. 
These robotic arms possess the capability to perform repetitive 
tasks with high precision, speed, and consistency, significantly 
reducing the reliance on human labor and enhancing overall 
productivity. Robot arms employed for stacking bricks are 
equipped with multiple joints and exhibit a wide range of 
motion, enabling them to reach different positions and angles. 
They are also equipped with grippers or end-effectors that can 
securely hold and manipulate bricks (Figure 1). These grippers 
are designed to accommodate various sizes and shapes of tiles, 
ensuring versatility in handling different types of bricks. 
However, in current production lines, robots are only utilized in 

the pre-kiln loading and unloading stages. Human labor is still 
required for the post-firing loading and unloading of bricks. 
During the brick firing process, cracks, defects, or even partial 
breakage can occur on the brick surface. Consequently, using 
robots for loading and unloading, similar to the pre-kiln stage, 
becomes impractical. It becomes impossible to pick up rows of 
bricks without identifying and removing defective ones. To 
automate this process, it is essential to employ brick defect 
detection techniques that identify and remove flawed bricks, 
allowing the robot to handle rows of bricks seamlessly. Several 
studies have been conducted to develop and improve error 
detection methods for various products. For instance, in [7], the 
authors developed an accurate image processing algorithm 
using two CCD cameras, a lighting system, and a personal 
computer to determine the volume and surface area of an 
orange. The algorithm effectively segments the background 
and divides the image into frustums, enabling the calculation of 
their volume and surface area. The results demonstrate a 
negligible difference between the calculated and measured 
volumes, as well as a highly correlated regression formula. 
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Authors in [8] focused on estimating the surface area and 
volume of a Williams pear quarter, with specific emphasis on 
the heat energy required for drying. Two different methods 
were explored in this research. The first involved multiplying 
the pears by the average surface area, while the second 
calculated the pear length using correlation and integral 
calculus techniques. Both methods aimed to provide accurate 
estimations of the pear's surface area and volume.  

The detection of object contours is also crucial in various 
applications. This includes not only object recognition in 
computer vision tasks, like pedestrian detection and face 
recognition, but also brick boundary recognition. Brick edge 
detection employs a multi-threshold algorithm to address edge 
detection challenges such as brick image contrast, pixel 
selection, and error handling. Qualitative and quantitative 
experiments have been conducted to improve both grayscale 
and color images. In [9], the authors compare two Edge 
Detection Algorithms: the Bacterial Foraging Algorithm (BFA) 
and the Canny Algorithm. In [10], the authors propose a 
method for image classification using transfer learning to 
extract image features, detect edges, and classify images using 
deep learning algorithms. This approach preserves the 
fundamental structure of the input image and employs a 
multilayer scattered vector representation for classification. 
The study utilizes 10,000 images of various leaves, applying 
fuzzy logic for edge detection and transfer learning for leaf 
classification. This approach enhances the accuracy of image 
identification. In [11], the authors present a novel fuzzy edge 
detector based on fuzzy divergence and fuzzy entropy 
minimization for grayscale images. The technique utilizes eddy 
currents, thermal infrared, and electrospinning images for 
testing the procedure. The fuzzy content of each image is 
quantified using new specific indices formulated in terms of 
fuzzy divergence. The results are evaluated using appropriate 
assessment metrics and show promising outcomes when 
compared to well-known I- and II-order edge detectors.  

Crack detection in objects is another area of interest for 
many researchers. Image-based techniques and machine 
learning have been employed for brick segmentation and crack 
detection in masonry walls [12]. Deep learning networks were 
evaluated using a large dataset of hand-labelled images to 
develop quality and geometric models. In [13], researchers 
proposed an autonomous method for identifying fractures in 
masonry constructions by integrating deep CNNs and SVMs. 
The system utilized visual aids and drones to train and validate 
the model, achieving an accuracy of 86%. Similarly, in [14], 
deep learning networks were employed for crack detection in 
masonry facades using transfer learning with limited annotated 
data. A pre-trained deep convolutional neural network model 
was utilized as a feature extractor, resulting in an accuracy and 
F1-score of up to 100% after end-to-end training. Crack 
detection is also addressed in [15], where cracks are identified 
during data capture, and a stitched image is generated for 
analysis before returning to service. An automated image 
processing approach is proposed to detect cracks in AGR fuel 
channel images and trepanned holes. Convolutional networks 
are utilized in [16-18] for automatic detection and segmentation 
of bridge surface cracks using computer vision deep learning 
models. The method incorporates a dataset, an improved You 

Only Look Once (YOLO) algorithm, and a PSPNet algorithm 
to identify and segment cracks. In [19], the authors introduced 
the deep super-resolution crack network (SrcNet) for enhancing 
automated crack detection in large-scale civil infrastructures. 
SrcNet improves crack detectability by enhancing pixel 
resolution through deep learning. It consists of two phases: 
super resolution for image generation and automated crack 
detection. Experimental validation on South Korean concrete 
bridges demonstrates that SrcNet achieves 24% better crack 
detectability compared to raw digital images. Furthermore, 
crack detection in bridge deck surfaces is also explored in [20]. 

In reality, the quality of construction work is a crucial 
aspect governed by quality standards. The level of completion 
of wall bricks significantly impacts the overall project quality. 
Therefore, detecting defects in wall brick products holds great 
importance. This paper presents algorithms and formulas used 
for color space conversion, noise filtering, thresholding, 
contour detection, and area calculation to identify brick defects. 
Any errors on the bricks after firing will be detected and 
notified, allowing for their replacement and enabling the 
automation process with a brick-picking robot.  

II. MATERIALS AND METHODS 

To obtain a grayscale image in the RGB color space, each 
pixel must have equal values for the red (R), green (G), and 
blue (B) color channels. These values are denoted as ���, ��, 
���, �� , and ���, �� , where ��, ��  represent the pixel 
coordinates. Figure 1 visualizes the color values associated 
with a pixel in the RGB color space. 

 

 
Fig. 1.  RGB color system. 

Color system conversions are commonly accomplished 
through matrix transformations. The weighted average 
conversion formula is: 

	��, �� 
 0.299 ∗ ���, �� � 0.587 ∗ G��, �� � 0.114 ∗
���, ��        (1) 

The weights used in this conversion are obtained by 
calculating a weighted average of the value of each color 
channel. Specifically, the weights assigned to the red, green, 
and blue channels are 0.299, 0.587, and 0.114, respectively. 
The application of these weights results in the generation of a 
new image, which is depicted in Figure 2. 
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Fig. 2.  RGB color system to grayscale. 

Once the image has been converted to grayscale, we can 
enhance its contrast level by applying a Gaussian filter. This is 
achieved by convolving the input image with a Gaussian kernel 
matrix. To determine the kernel matrix, we utilize the 
following formula: 

���, �� 
  �
���� �� �!"�

�#�        (2) 

To enhance the contrast level of the grayscale image, we 
perform a convolutional multiplication of the original matrix 	 
(gray image) with the kernel matrix �. 

$ 
 	⨂�                               (3) 

The resulting matrix $  represents the new image after 
applying the Gaussian blur filter to reduce noise. To simplify 
the process of identifying defects in the object, the image is 
then thresholded using (4). This thresholding operation 
converts the color range from 0 to 255 into a binary image, 
where pixel values are represented by either 0 (black) or 255 
(white). This binary image is shown in Figure 3. 

& 	'(��, �� 
 0 if $��, �� + ,
	'(��, �� 
 1 if $��, ��  -  ,            (4) 

In this study, the conversion threshold ,  used for 
thresholding is set to the average value of 128. 

 

 
Fig. 3.  Binary image after thresholding. 

In the process of detecting object borders from binary 
images, the square detection algorithm is utilized. The image 

grid is considered to be composed of a group of black pixels on 
a white background. The algorithm begins at the bottom-left 
corner of the grid and scans each column of pixels from bottom 
to top, starting with the leftmost column and moving towards 
the right. The algorithm continues scanning until it encounters 
a black pixel. At this point, the algorithm visualizes the current 
position as a "ladybird" standing on the starting pixel, as 
depicted in Figure 4. To extract the border of the pattern, the 
algorithm follows these steps: whenever the ladybird is 
positioned on a black pixel, the next step is to turn left. 
Conversely, whenever the ladybird is positioned on a white 
pixel, the next step is to turn right. This process continues until 
the ladybird returns to the starting pixel. The black pixels that 
the ladybird traverses during this process represent the border 
of the sample image. 

 

 

Fig. 4.  The algorithm's process of finding pixels. 

It is important to note that the concept of left and right turns 
in the algorithm is based on the direction of the ladybird while 
scanning the grid. The algorithm for retrieving the pixels is 
described below. 

SQUARE DETECTION ALGORITHM 

Input: ., ( 
Output: B 
1: B← ∅ 
2: s ← .� 
3: for 3 
 2 to ' do 
4:  if Scancell�:�  then                        
5:   � ← s  
6:   Turnleft�s� 
7:  else 

8:   Turnright�s� 
9:  end if 

10: end for 

11: return � 
 

In the algorithm, the input consists of the initial image ., 
where (  represents the black cells. The output is the set � , 
which contains the boundary pixels. The algorithm starts by 
scanning the cells of . from bottom to top and left to right until 
a black pixel s belonging to ( is encountered. This black pixel s 
is then inserted into the set � as a boundary pixel. The next 
step is to set the current pixel (  as the starting pixel s and 
perform a left turn, which means visiting the left adjacent pixel 
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of (. After this, the algorithm proceeds to calculate the area of 
the border and compares it to draw conclusions. To find the 
area of the contour, the moment algorithm is utilized:  

AB,C 
  D D �B�CE��, ��F�F�G�
GH

I�
IH                 (6) 

In the context of the moment algorithm, E��, �� represents 
the pixel value at coordinates ��, �� and p, q are non-negative 
integer values (p, q 
 0,1,2, …). The moment AM,M is referred to 

as moment 0, and it represents the border area of the object 
being analyzed. AM,�  or A�,M , known as moment 1, contain 

information about the center of gravity of the object. The area 
of the contour can be calculated using the following formula: 

AM,M 
  ∑ ∑ E��, ��OPQMRSQM                          (7) 

where T and h represent the width and height of the image. 
This formula can be used to calculate the area of the contour. 
To detect cracks or broken tiles, we follow the algorithm flow 
chart illustrated in Figure 5, where U and V are the upper and 
lower limits of the defect area, respectively. 

 

 
Fig. 5.  Diagram of brick defect detection. 

III. RESULTS AND DISCUSSION 

In this study, an experimental model was constructed, 
consisting of a camera and sample bricks arranged in two rows 
with three bricks in each row. The process involved various 
steps, as illustrated in Figure 5. The results obtained after 
converting the color space to grayscale images and applying 
noise filtering to the bricks can be observed in Figure 6. The 
results after thresholding and detecting defects are depicted in 
Figure 7. 

 

     

                   (a)                              (b)                              (c) 

Fig. 6.  Bricks after color space conversion and noise filtering: (a) Original 
image, (b) grayscale image, (c) image after noise filtering. 

   

                            (a)                                                   (b) 

Fig. 7.  (a) Thresholded image, (b) defect detection results. 

Based on observations from Figures 6 and 7, there are 
several recognizable signs to identify cracks on the tile surface. 
These signs include: 

 Bisecting Crack: A clear crack that runs across the brick, 
dividing it into two parts. 

 Diagonal Crack: A crack that follows a diagonal path across 
the brick's surface. 

 Small Side Crack: A small crack located near the side of the 
tile. 

 Dark Gray Stains: Dark gray stains on the surface of the 
brick, indicating cracks that occurred during the firing 
process. 

The crack area of each brick is represented by S1, while the 
rectangular area surrounding the cracks is denoted by S2. The 
estimated survey area is determined using ε = 1500, and η = 0.5 
× S2. If S1 exceeds 50% of S2, it is considered to be outside the 
estimated range. In such cases, it is not classified as a crack, but 
rather as a burnt gray stain resulting from the firing process. 
These bricks still meet user requirements and are not 
considered product defects. 

To the best of our knowledge, this study represents the first 
endeavor to employ machine vision techniques, including 
threshold filtering, square detection algorithm, and crack area 
calculation, for pixel-wise crack detection. This method has 
demonstrated its ability in identifying cracks at various angles 
and shapes without being limited by training data. This 
capability enhances the practical applicability of the model and 
paves the way for its future utilization in real-world scenarios. 
The proposed method achieves an accuracy rate of 
approximately 99.2%. However, it is important to note that this 
implementation was carried out in a well-lit environment. We 
also conducted tests in a low-light environment, which revealed 
a decrease in accuracy assessment performance by around 15% 
and this limitation is acknowledged. Nevertheless, it is worth 
highlighting that our research presents a unique approach by 
not relying on training data set selection principles or a uniform 
sampling method with nearest neighbors. Despite this, the 
methodology demonstrates diverse assessment performance 
across different crack shapes. However, it is important to note 
that there is a limitation regarding the size of the bricks. In 
future applications, we plan to address this issue by adjusting 
the model parameters to improve the accuracy of identifying 
defects in wall bricks. By considering the brick size, we aim to 
enhance the overall performance of our model and ensure more 
accurate results in detecting cracks. 
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IV. CONCLUSION 

In this study, an effective machine vision method for 
detecting defects in wall bricks is proposed. The proposed 
method includes a comprehensive process to remove noise 
from the original image, involving color space conversion and 
the application of a Gaussian filter. Thresholding and the 
square detection algorithm are utilized to accurately determine 
the boundaries of bricks and identify the boundary areas of 
defects. To assess the extent of defects, an estimation range is 
proposed in the study, allowing for the calculation of the defect 
area. This estimation range helps determine whether the brick 
has cracks that need to be addressed or if the observed marks 
are simply burn marks from the firing process. The tests 
demonstrate a defect identification accuracy of over 99.2%. 
The study's notable advantage lies in its ability to identify 
defects in various fracture directions without the reliance on 
model training data, unlike most classical methods. 
Nevertheless, it is important to acknowledge a limitation of the 
study, which lies in its dependence on sufficiently bright 
lighting conditions. In cases where the lighting conditions are 
inadequate, the accuracy of the assessment may decrease by 
approximately 15%. It is important to note that the scope of this 
research is limited to processing photos of bricks. For practical 
applications in large-scale brick factories, future work would 
involve integrating this method with robotics to automate the 
defect detection process. 
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