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ABSTRACT 

This study investigates customer churn, which is a challenge in the telecommunications sector. Using a 
dataset of telecom customer churn, multiple classifiers were employed, including Random Forest, LGBM, 

XGBoost, Logistic Regression, Decision Trees, and a custom ANN model. A rigorous evaluation was 

conducted deploying cross-validation techniques to capture nuanced customer behavior. The models were 

optimized by hyperparameter tuning, improving their customer churn prediction results. An ensemble 

averaging method was also adopted, achieving an accuracy of 0.79 and a recall of 0.72 in the test data, 

which was slightly lower than that of the LGBM, XGBoost, and Logistic Regression. These findings 

contribute to the development of more reliable churn prediction models to ameliorate the customer 
retention rates and the operational performance of the service providers. 

Keywords-customer churn; XG-Boost; ensemble method; logistic regression; deep learning   

I. INTRODUCTION  

During the past 20 years, the telecommunications sector has 
seen substantial changes, moving from simple voice 
communication to a wide range of digital services, such as 
mobile data and the Internet [1]. With hopes of lower latency, 
higher speeds, and the advent of new technologies, like the 
Internet of Things (IoT), the 5G technology represents a 
significant turning point [2]. In the highly competitive 
telecommunications industry, customer retention is becoming 
increasingly important as a business strategy. Since client 
acquisition expenses are claimed to be five times higher than 
retention costs, it is sometimes more cost-effective to retain 
current customers than to attract new ones [3]. In addition, 
devoted consumers are more inclined to make larger purchases 
and act as brand ambassadors enhancing a company's image. 
Customer churn is a major issue in the ever-changing 
telecommunications sector since it has a direct effect on long-
term viability and profitability. This study follows sophisticated 
ensemble techniques, including Random Forest (RF), Gradient 
Boosting (GB), and Extreme Gradient Boosting (XGBoot), to 
address the important problem of predicting customer churn. 
These techniques, well-known for their precision in managing 
intricate and substantial datasets, were implemented in a 

telecommunications dataset to decipher the subtleties of 
customer churn. Through rigorous feature selection, 
hyperparameter tuning, and model comparison, these models 
can go beyond simple prediction and provide practical 
guidance to create strategies that effectively retain customers. 
Customer churn is defined as the termination of a customer's 
connection to a telecommunication company [4-5]. There may 
be several causes for this, including shifting client 
requirements, rivals offering better deals, or unhappiness with 
services [6]. Since customer behavior varies so much, 
predicting churn is difficult, and conventional statistical 
techniques often fail to capture the subtleties required for 
precise predictions [7]. Churn prediction is made more difficult 
by the dynamic nature of the telecom sector, which is 
characterized by the continuously changing offerings and 
consumer expectations [8]. Given these difficulties, there is an 
increasing demand for sophisticated prediction techniques to 
examine large datasets and spot trends that point to churn risk. 
Multiple ensemble model approaches have shown the potential 
to increase prediction accuracy [9]. Ensemble approaches, such 
as Random Forest, Gradient Boosting, and XGBoost can build 
on the advantages of individual prediction models and 
minimize their disadvantages. These methods provide a more 
detailed and sophisticated examination of consumer 
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information, excelling in managing the intricate and nonlinear 
connections in client behavior patterns [10]. Ensemble 
approaches also improve prediction resilience, reduce 
overfitting, and enhance generalizability to fresh, untested data. 
This attribute is essential in the rapidly changing telecom 
sector, where consumer preferences and market dynamics can 
change suddenly. By focusing on aggregating several 
predictive models to ameliorate accuracy and resilience, 
ensemble ML techniques constitute a paradigm shift away from 
single-model approaches. These techniques, including bagging, 
boosting, and stacking among others, combine the advantages 
of several different individual models to upgrade the overall 
prediction performance [11]. They operate on the tenet that a 
collection of weak learners may become a strong one, 
producing stronger and more reliable predictions. Ensemble 
approaches can be applied for churn prediction in the telecom 
industry, as they are suited to handle this complexity, given the 
industry's dependence on large and diverse datasets [12]. 

II. RELATED WORKS 

In [13], DT, XGBoost, RF, and Gradient Boosting Machine 
(GBM) were put into service to predict customer attrition or 
turnover in the telecommunication industry, with XGBoost 
yielding the most effective results. The algorithms were trained 
and tested on a Syriatel dataset. This study also added Social 
Network Analysis (SNA) elements to the prediction model, 
increasing the Area Under Curve (AUC) score from 84 to 
93.3%. In [14], a hybrid GA-XGBoost model was engaged 
along with the SHAP framework for interpretation to address 
the problem of client turnover in the telecom industry. A 
genetic algorithm was applied to optimize the model and then 

compare it against traditional ML methods, such as GBDT, 
KNN, DT, and XGBoost. In [15], churn prediction was 
examined in one of Indonesia's leading fixed broadband 
companies deploying ensemble learning approaches, like RF 
and XGBoost. In addition, an application was designed to assist 
decision-makers in designing targeted retention strategies, 
increasing the effectiveness of Customer Relationship 
Management (CRM) systems, and improving product and 
service quality. The optimized XGBoost algorithm achieved 
the best results, with 98.82% accuracy and 87.48% recall rate. 
This study also included a risk-based approach to measure 
client attrition, which allows an organization to prioritize its 
retention efforts. In [16], a hybrid firefly algorithm was 
proposed for churn prediction on huge telecom data, 
outperforming the normal Firefly method with an accuracy of 
86.38%. In [17], the GA-XGBoost model significantly 
outperformed other approaches, and SHAP values were 
utilizefd to highlight the relevance of features and how they 
contribute to the model. In [18], interesting future research 
directions were proposed, such as incorporating game theory to 
increase accuracy. In [19], a neural network-based method was 
suggested to predict customer attrition, achieving an accuracy 
of more than 92%. In [20], a two-step model was 
recommended to forecast attrition in the prepaid telecom 
sector, dividing the client pool into four distinct categories 
according to Recency, Frequency, and Monetary (RFM) 
features to obtain a consistent definition of churn for this 
specific market, and then using four algorithms to create 
predictive models for each cluster. This study shed light on 
how to deal with the challenges of churn in a noncontract-based 
market such as the prepaid mobile telecommunications. 

TABLE I.  SUMMARY OF RELATED WORKS 

Ref. Method Application Dataset Evaluation Metric Metric Value Limitation 

[13] DT, RF, GBM, XGBoost Syriatel 
Syriatel customer 

data 
AUC 93.3% 

Specific to Syriatel, lacks 

comparative analysis 

[14] GA-XGBoost, SHAP 
General telecom 

companies 

Provincial telecom 

operator 

Not explicitly 

mentioned 

Original dataset: 96.12%, 

New dataset: 98.09% 
Not explicitly mentioned 

[15] XGBoost, LR, DT, NB 
General telecom 

companies 

Original and newly 

engineered features 
Not explicitly stated 

Original dataset: 96.12%, 

New dataset: 98.09% 
Not explicitly mentioned 

[16] Hybrid Firefly algorithm 
Telecom churn 

prediction 

Not explicitly 

mentioned 

ROC, PR, F-score, 

accuracy 
Accuracy: 86.38% 

Future research directions 

mentioned, no explicit limitations 

[17] Neural Network 
Customer churn 

prediction 

2,427 customers, 20 

variables 

Not explicitly 

mentioned 
Accuracy > 92% Not explicitly mentioned 

[19] Clustering & Classification 
Prepaid telecom 

churn 

4 clusters (RFM 

features) 
Gain measure DT > NN (top 10, 20%) 

Varying Decision Tree 

performance 

[20] 
LR, NB, DT, Multilayer 

Perceptron, SVMs, etc. 

Land-line telecom 

churn 

Various feature 

subsets 
ROC curves, AUC 

SVM and C4.5 were best. 

AUC for new features 

higher 

Computational cost for MLP and 

DMEL 

[21] 
SGD, RF, GB, AdaBoost, 

Stack 

Customer churn 

prediction 

Orange telecom 

churn dataset 

AUC, accuracy, F1-

score, precision, 

recall 

Stack: AUC 92.45%, 

accuracy 97.65%,  

F1-score 96.98% 

Limited to the telecom churn 

dataset, lacks industry-specific 

factors 

[22] 

33 classifiers (single, 

homogeneous, and 

heterogeneous ensembles) 

Customer churn 

prediction 
11 different datasets 

AUC, accuracy, F1, 

top-decile lift 

Heterogeneous ensemble 

with simulated annealing 

highest in AUC 

Benchmark study, not 

application-specific 

[23] GAMensPlus 
Customer churn 

prediction 
Six real-life projects 

AUC, top-, lift index, 

decile lift, accuracy 

Competitive but not 

specified 
Not explicitly stated 

[24] 

XGBoost, LightGBM, 

CatBoost, Hybrid 

Resampling 

Customer churn 

prediction 

Telecom churn 

dataset 

ROC-AUC,  

F1-score 

Highest F1-score with 

XGBoost and SMOTE 

Tomek links 

Single dataset used, 

generalizability to be confirmed 

[25] RF, XGBoost 

Fixed broadband 

company in 

Indonesia 

Company customer 

data 
Accuracy, recall 

Accuracy: 98.82%,  

Recall: 87.48% 

Lacks competitor categorization, 

suggests advanced methods for 

future research 
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In [21], four classification algorithms were compared to 
predict customer loss in the telecommunications industry, 
displaying that GB achieved the best results. In [22], a detailed 
benchmark was performed on customer churn prediction, 
comparing 33 classifiers across 11 different datasets. 
Heterogeneous ensembles consistently outperformed 
homogeneous ensembles and single classifiers. This study 
performed virtual annealing algorithm selection among the best 
to determine a heterogeneous ensemble in terms of AUC and 
predicted maximum revenues. In [23], a novel ensemble 
classifier, called GAMensPlus, was proposed to forcast client 
churn. This model was based on GAMs and included 
generalized feature importance ratings and bootstrapping 
credibility zones to smooth splines. The model was evaluated 
on six real-world churn prediction projects and outperformed 
various benchmarks, including Bagging, RSM, RF, and LR. 
This study concluded that the GAMensPlus model not only 
enables effective identification of churners, but also aids in 
understanding the sources of churn, improving its 
organizational acceptance. In [24], recent ML techniques were 
followed to predict client retention. This study deployed hybrid 
resampling techniques, entailing SMOTE Tomek Links and 
SMOTE-ENN, as well as collaborative learning approaches, 
such as XGBoost, LightGBM, and CatBoost. The results 
disclosed that the ensemble learning algorithms combined with 
hybrid resampling approaches outperformed standard methods. 
In [25], SMOTE was used with XGBoost to classify customers 
into four churn risk clusters. 

III. METHODOLOGY 

This study explores the potential applications of ensemble 
approaches for customer attrition prediction in the telecom 
industry by employing and evaluating XGBoost, GB, RF, and 
other ensemble techniques. The goal is to comprehend how 
these techniques may be utilized to precisely forecast churn, 
which would help telecom companies create more successful 
customer retention plans. This study also explores the subtleties 
of various approaches, weighing their advantages and 
disadvantages in light of the telecom industry's dynamic and 
data-intensive environment. Figure 1 portrays the method 
followed. 

 

 
Fig. 1.  Diagram of the method followed. 

A. Dataset Description 

Despite the efforts to obtain authentic data from local 
sources within Saudi Arabia in partnership with telecom 
companies, this could not be achieved due to privacy policy. A 
highly relevant dataset was acquired from IBM, called "The 

Telco Customer Churn Data," which pertains to a fictional 
telecommunications company that provided home phone and 
internet services in California. While the dataset's origin differs 
from the target region, its relevance and availability make it a 
suitable choice to develop and evaluate predictive models for 
customer churn in the telecom sector. This dataset manifests 
which customers have left, stayed, or signed up for their 
service. It consists of 7,043 rows (customers) and 21 columns 
(features), with 3 columns containing numeric values and 18 
columns containing categorical values. 

1) Dependent Variable 

Churn: Indicates customers who have recently discontinued 
the service. 

2) Independent Variables 

 Demographic data include the gender, age range, partner, 
and dependent status of customers. 

 Services subscribed to by each customer, such as phone 
service, multiple lines, internet service, online security, and 
online backup. 

 Customer account details: represent attributes related to 
customer behavior, namely payment method, preferences 
for paperless billing, monthly charges, and total charges.  

Table II outlines the specifics of these features. 

TABLE II.  DATASET DESCRIPTION 

# Feature Description 

1 Gender Whether the customer is male or female 

2 Senior Citizen Whether the customer is a senior citizen (Yes/No) 

3 Partner Whether the customer has a partner (Yes/No) 

4 Dependents Whether the customer has dependents (Yes/No) 

5 Tenure 
Number of months the customer has stayed with 

the company 

6 Phone Service Whether the customer has phone service (Yes/No) 

7 Multiple Lines 
Whether the customer has multiple lines (Yes/No 

or No phone service) 

8 Internet Service 
Customer's internet service provider (DSL, Fiber 

optic, No) 

9 Online Security 
Whether the customer has online security (Yes/No 

or No internet service) 

10 Online Backup 
Whether the customer has online backup (Yes/No 

or No internet service) 

11 
Device 

Protection 

Whether the customer has device protection 

(Yes/No or No internet service) 

12 Tech Support 
Whether the customer has tech support (Yes/No or 

No internet service) 

13 Streaming TV 
Whether the customer can access streaming TV 

services (Yes/No or No internet service) 

14 
Streaming 

Movies 

Whether the customer can access streaming movie 

services (Yes/No or No internet service) 

15 Contract 
Indicates the type of contract (month-to-month, 

one year, two years) 

16 
Paperless 

Billing 

Indicates whether customers opted for paperless 

billing (Yes/No)  

17 
Payment-

Method 

Indicates the payment method (electronic check, 

bank transfer (automatic), credit card (automatic) 

18 
Monthly 

Charges 

Indicates the total monthly subscription cost for 

customers  

19 Total-Charges Indicates total charges paid by customers so far 

20 Churn Indicates whether customers have churned or not  
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B. Data Preprocessing 

Data preprocessing is essential to clean, organize, and 
prepare data for ML models. Without it, the system's 
performance can be affected negatively due to inaccurate 
results, model instability, overfitting or underfitting, reduced 
model performance, and increased computational inefficiency. 
Data preprocessing involves the following four key steps. 

1) Data Cleaning 

The dataset underwent thorough cleaning to ensure its 
suitability for modeling. Null values were identified and 
addressed using Pandas' isna().sum() method. Specifically, 
missing values in the 'TotalCharges' column were filled with 
the median value using fillna(). The 'TotalCharges' column was 
also converted to a numeric data type after addressing non-
numeric entries and handling the null values discovered in the 
'total charges' column. 

2) Irrelevancy 

Irrelevant features were identified and removed. Features 
such as 'Row number' and 'customer ID' were considered 
irrelevant and removed. This step streamlined the dataset and 
optimized classifier performance. 

3) Transformation 

Data transformation is vital for refining and structuring data 
to improve their quality and compatibility within applications. 
Specific conversions were performed for important categorical 
features, such as the 'Gender' feature, mapping 'Female' to 0 
and 'Male' to 1. Such transformations ensure data uniformity 
and coherence and protect against potential issues, such as null 
values, duplicates, incorrect indexing, and incompatible 
formats. These steps were applied for 'SeniorCitizen', 'Partner', 
'Dependents', 'PhoneService', 'InternetService', 'OnlineSecurity', 
'OnlineBackup', 'DeviceProte', 'StreamingTV', 
'StreamingMovies', 'Contract', and 'PaperlessBilling'. 

C. Exploratory Data Analysis 

Regarding the social aspect of the customers, the gender 
distribution and the senior citizen field were analyzed. Half of 
the customers were male and the other half were female. 
Interestingly, 16% of the customer base comprises senior 
citizens. Figure 2(a,b) shows the distribution of customers 
according to gender and age. Considering the age of the 
customers, it is worth exploring whether it affects their decision 
to discontinue their relationship with the company. Figure 2 (c) 
illustrates the distribution of contract durations among 
customers, revealing that a predominant proportion opts for 
month-to-month contracts. Interestingly, the data indicates a 
parity between customers selecting 1- and 2-year contracts, 
with both options attracting an equal number of subscribers. 
Figure 2 (d) exhibits the distribution of individuals within the 
sample based on their partnership with yes and no representing 
48.3 and 51.7%, respectively. 

D. Model Building 

Five ML algorithms were employed to analyze the 
preprocessed data in the model-building phase. An ensemble 
method combines multiple ML models to improve overall 
performance and predictive accuracy. By leveraging the 

strengths of different algorithms, ensemble methods can 
mitigate individual model weaknesses and capture complex 
patterns in the data more effectively. This study used the DT, 
LR, DL, LBGM, and XGBoost models. After applying these 
algorithms, a comparative analysis of the results was 
performed. Additionally, the performance and accuracy of 
these algorithms were optimized by hyperparameter tuning. 

 

 
Fig. 2.  Customer details: (a) gender, (b) senior citizens, (c) contract 

durations, and (d) partner rates. 

1) The Decision Tree (DT) Algorithm 

This statistical model is implemented in supervised learning 
for classification and regression tasks. It classifies data and 
represents the results in a flowchart in the form of a tree 
structure. The DT model flows through a query structure from 
the root until it reaches the leaf, representing one class. 

2) Logistic Regression (LR) 

This is a popular supervised learning algorithm that predicts 
the categorical dependent variable deploying a given set of 
independent variables. 

3) Extreme Gradient Boosting (XGBboost) Model 

This is a scalable, distributed Gradient-Boosted Decision 
Tree (GBDT) ML library that provides parallel tree boosting. It 
is the leading ML library for regression, classification, and 
ranking problem trees by combining predictions from multiple 
trees. 

4) Light-GBM (LGBM) 

This is a gradient-boosting framework that uses tree-based 
learning algorithms. It is designed to be distributed and 
efficient, with faster training speed, higher efficiency, lower 
memory usage, better accuracy, support for parallel and GPU 
learning, and the ability to handle large-scale data. 

5) ANN-based Model 

The ANN-based model was constructed using the 
Sequential API provided by TensorFlow and Keras. It had three 
densely connected layers: two hidden layers with 64 and 32 
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units respectively, both activated by the Rectified Linear Unit 
(ReLU) function, and an output layer with a single unit 
activated by the sigmoid function. 

 

 
Fig. 3.  Correlation coefficient values between (a) categorical and  

(b) numerical variables. 

IV. RESULTS AND DISCUSSIONS 

After preprocessing, four ML models were trained on the 
dataset utilizing 75% of the refined dataset. The remaining 25% 
was used for testing. The accuracy of each model was 
evaluated employing a 10-fold cross-validation process. The 
models were also optimized applying hyperparameter tuning. 
An ANN model was built and compared with an ensemble 
averaging method of the ML models. The DT model had an 
accuracy of 0.78 and a recall of 0.64. The LGBM classifier had 
an accuracy of 0.80 and a recall of 0.65. The XGBoost 
algorithm had an accuracy of 0.78 and a recall of 0.69. The LR 
model had an accuracy of 0.80 and a recall of 0.71. The ANN 
model was trained for 30 epochs with a batch size of 32 and a 
validation split of 20%. It achieved an accuracy of 0.79 and a 
recall of 0.72 on the test data, with a threshold of 0.5 used to 
convert the predicted probabilities to binary predictions. 

Hyperparameter tuning was performed deploying 
GridSearchCV to optimize the result and gain the best accuracy 
and performance. GridSearchCV exhaustively searches through 
a grid of hyperparameters to find the best combination, 
ensuring optimal model performance. Unlike 
RandomizedSearchCV, which samples a fixed number of 
combinations, GridSearchCV guarantees finding the best 
hyperparameters within the specified grid, making it a reliable 
choice despite being more computationally intensive. Table III 

depicts the tuned hyperparameters of the ML models along 
with their best accuracy. 

TABLE III.  OPTIMIZATION OF ML MODELS USING 
HYPERPARAMETER TUNING  

# Model Best parameters Best accuracy 

1 LGBM 
Learning rate: 0.01,  

N estimators: 200 
0.80 

2 XGBoost 

Learning rate: 0.1 

Max depth: 3 

N estimator: 50 

0.80 

3 DT 
Criterion: entropy 

Max depth:5 
0.78 

4 LR C: 01 0.80 

 
Figure 5 presents a comparison of the accuracy of the ML 

models before and after tuning. Ensemble learning approaches 
can be applied to various other applications beyond 
telecommunications. In the present investigation, the 
performance of each model was individually assessed. 
Employing averaging was chosen as the ensemble model, 
resulting in an accuracy of 0.795, indicative of its lower 
predictive performance, although capturing a broader range of 
patterns and generalizations. Rigorous evaluation and 
hyperparameter tuning optimized the models, demonstrating 
their effectiveness in improving customer retention rates in the 
telecommunications sector. However, limitations include the 
study's reliance on a specific dataset, potentially limiting 
generalizability, and the computational complexity of the 
ensemble method, which could pose challenges in real-time 
applications. Future research could address these limitations by 
testing the method on diverse datasets and streamlining its 
implementation for practical use. The future scope of this work 
is to apply advanced and robust models [26, 27] with a similar 
objective of comparing and optimizing models for various 
aligned areas [28-35]. 

 

 
Fig. 4.  Confusion matrix of ML models. 
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Fig. 5.  Models compared before and after tuning. 

V. CONCLUSION 

Customer retention is crucial in the telecommunications 
sector, highlighting the need for early-stage churn prediction. 
This study developed an optimized model using various 
classifiers and oversampling techniques to address this 
challenge. Despite the dataset's modest size and imbalance, the 
XGBoost classifier, coupled with oversampling, achieved the 
highest accuracy of 80.366%. When comparing the models, the 
ensemble models XGBoost and LGBM outperformed the ANN 
model developed in this context. The findings highlight the 
importance of targeted retention strategies, especially for 
customers with month-to-month contracts and those without 
partners, offering valuable insights for telecom companies to 
improve customer loyalty. Future research could explore the 
potential of blockchain-based solutions to securely manage and 
share telecom customer data across networks [36-39]. 
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