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ABSTRACT 

In most cases, the utilization of the costly payload onboard Low Earth Orbit (LEO) satellites is restricted 

by the limited throughput of the payload data downlink to the ground station during the visibility window. 

The usefulness of these data in critical applications reduces due to the large latency of the process. 

Different techniques involving efficient modulation schemes, increased power within the allowed level and 

frequency band, and capacity enhancement using close-by satellites have been studied and implemented 

with their relative merits and limitations in an attempt to reduce the latency of the data to the user. The 

present study proposes a constellation of low-cost data relay satellites placed in the same orbital plane 

along with the main satellite, increasing directly the effective visibility window. As a result, the utility of the 

main satellite is also increased by the same factor. A detailed analysis of the constellation and configuration 

of the relay satellites is presented in this paper. 

Keywords-data transmission; internetworking; latency; LEO orbit;, satellite constellation; polar orbit 

I. INTRODUCTION  

Due to the proximity to the earth surface, the Low Earth 
Orbit (LEO) has always been a preferred platform for earth 
observation with very high-resolution imaging and scientific 
military or civilian applications. But these have resulted in 
increased volume of data gathered onboard. The visibility 
window to an earth station for a LEO satellite is about 10-12 
min per orbit [1] and 3-4 orbits in a day. Hence, downloading 
large volumes of data using the available bandwidth [2] from 
the satellite has become a new challenge. In many occasions, 
the utilization of the satellite is governed by this capacity. 
Multiple studies have tried to address this challenge [3-13]. 
They can be broadly classified into the following categories: (i) 

increasing the capacity of the available channel, (ii) exploiting 
larger bandwidth available at higher frequency bands, (iii) 
using multiple ground stations at geographically diverse 
locations, and (iv) increasing the effective time of transmission 
deploying satellite constellations. The capacity of a channel is 
governed by Shannon’s theorem [14] and cannot be increased 
beyond a limit considering the limitation of onboard power, 
mass, open channel propagation, safe limit of radiation on 
ground, etc. Employing power and spectrum modulation [15-
16], a system with 800 Mbps capacity was implemented in [17] 
covering the allocated X-band spectrum of 8-8.4 GHz. 
Orthogonal circular polarized link was put into service for 
frequency reuse [18, 19]. Considering all these, the highest data 
rate known so far is about 960 Mbps, which can transmit about 
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345 GB of data for a nominal contact time of 6 min for a 
nominal orbit height of 500 km and 10⁰ elevation for start and 
stop of transmission. Migrating to a higher frequency band like 
the Ka- band is also another approach [20-27]. Data 
transmission in the Ka-band has several advantages, such as RF 
links supporting higher bit rates due to the availability of the 
1.5 GHz allocated bandwidth, advantage derived from multi-
beam satellites, user terminals with smaller antennas, etc. [22, 
28]. Also, higher data rates can be achieved in this band using 
higher modulation techniques and frequency reuse techniques. 
Large rain attenuation at the Ka-band is a factor to be dealt 
with, specifically for tropical countries like India [20, 21]. 
Although a few space agencies have employed it, it is not a 
popular system yet considering the compatibility with the 
existing infrastructure [20, 21]. Placing additional ground 
stations at geographically diverse locations is another option. 
The international collaboration at the Antarctica is an example 
of that [29]. All the polar satellites pass over the polar region 
during every orbit. But, this can be exploited completely in 
multi-mission scenarios and constrained environment and there 
is the issue of the delay of relaying the received data to the 
processing centers. Another approach is to uplink the data to a 
geostationary (GEO) satellite which is visible to the ground 
station continuously [30, 31]. This scheme is quite regularly 
used by NASA for supporting the International Space Station 
(ISS) [32]. 

II. CONFIGURATION OF THE CONSTELLATION 

Typical constellation configurations with one main satellite 
supported by four relay satellites is shown in Figure 1. The 
main satellite may be carrying very sub-meter resolution 
imaging payload or RADAR imaging payloads generating 
large data. A typical satellite imaging with a resolution of 6.4 
m × 15 m and swath area of 240 km for about 10 min generates 
about 2.6 Tb of data and with the technological advance, the 
data volume is expected to go higher. As the onboard storage is 
limited, or in case of urgent requirement, the data have to be 
transmitted to the ground. 

A typical satellite to ground link as evidenced in Table I, at 
26.25 GHz with 1500 MHz bandwidth, can transmit 2.16 Tb 
using onboard EIRP of 33.3 dBW and ground station G/T of 
36.5 dB/K, in one orbit. The balance of 4.84 Tb has to be 
transmitted to the ground station by Terminal Satellites (TSs). 
This dictates the capacity and the number of TSs required. All 
the terminal satellites may follow the main satellite as in Figure 
1(a) giving some time advantage in case of real time 
simultaneous imaging and transmitting. But the distance from 
the main satellite increases with each additional satellite, and 
additional power for inter-satellite link is needed. A symmetric 
distribution with few satellites preceding the main satellite as in 
Figure 1(b) helps reducing the separation between them and is 
very well suited for non-real time operations. Different 
scenarios considering these cases are analyzed in [34]. 

The satellite visibility to ground is limited and is based on 
various orbital parameters like orbital height, inclination, and 
angle of true anomaly [1]. This scheme is planned to enhance 
the duration of the visibility window by making use of 
additional TSs which, in cooperation with the Master Satellite 
(MS) help to synthesize a larger visibility window to the 

ground station and thus enable data transfer of a larger volume 
of data with zero or minimum latency. 

 

(a) 

 

(b) 

 

Fig. 1.  Typical configuration of the constellation involving 4 relay 
satellites: (a) All satellites follow the main satellite, (b) relay satellites are 
distributed in fore and aft configuration 

The imaging takes place in the MS only and data are 
transferred to the TSs through RF links, for subsequent 
transmission to the ground station. The RF link details from 
satellite to the ground station and intersatellite links for 30° 
(scenario-1) and 15° (scenario-2) true anomaly are provided in 
Table I. The link parameters for the 3 cases are not identical as 
the specification of each link is optimized for maximizing the 
throughput. 

TABLE I.  DIFFERENT RF LINK PARAMETERS 

Parameter 
Satellite to 

ground station 

ISL 

scenario-1 

ISL 

scenario-2 

Frequency (MHz) 27000 27000 27000 
Orbit height (km) 600 600 600 

Range (km) 1932.4 3600 1803.9 
Path loss (dB) 186.8 192.2 186.2 

Data rate (Mbps) 2250.0 500.0 2250.0 
Antenna diameter (m) 0.035 0.035 0.035 

Ant gain 36 36 36 
Tx. power (W) 2 4 4 

Onboard loss (dB) 4 5.7 5.7 
EIRP (dBW) 33.3 37.3 37.3 

Losses (pointing, 
polarization, atmospheric, 

etc.) 
4.6 dB 1 dB 1 dB 

G/T (dB/K) 36.5 23 23 
Eb/N0 available(dB) 16.0 8.7 8.2 
Required Eb/N0(dB) 14.0 10.8 10.8 

Implementation margin 2.5 dB 2.5 dB 2.5 dB 
Coding gain 6 dB 6.0 dB 6.0 dB 
Link margin 3 dB 1.4 dB 0.9 dB 
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The calculations for the satellite to the ground station link 
considers the scenario where two independent chains, in two 
orthogonal polarizations and each supporting a data rate of 
2250 Mbps using 8PSK modulation, are considered to support 
the throughput of 4.5 Gbps. It is observed that for the LEO 
orbit under consideration, a link margin of 3 dB is achieved. 
ISLs in LEO orbits discussed for applications like extending 
coverage in personal communications [26], have expressed 
increased complexity in the ISL RF link. This aspect is 
addressed in this study by utilizing, similar technology for the 
ISL as that developed for the satellite-to-ground link. The range 
of the ISL increases with the angle of true anomaly. 
Limitations created by the onboard scenario constrain the 
onboard receive system G/T to much lower values in 
comparison with the ground system. Regarding the EIRP and 
G/T of the onboard systems, QPSK modulation and reduced 
data rates are considered for the ISL to maintain a margin 
comparable to the communication link with the ground station. 
The methodology for computation of data rates is discussed 
below. 

III. TOPOLOGY OPTIMIZATION FOR AN 
INTERNETWORKING SATELLITE 

As explained earlier, 7 Tb of image data is to be transmitted 
to the ground and the master satellite can transmit 2.16 Tb in 
one pass over a ground station. The balance 4.84 Tb has to be 
transmitted to the ground station by the three TSs. The load on 
each terminal satellite is 1.61 Tb. In order to arrive at the 
topology for internetworking, two limiting conditions as shown 
in Table II are considered. The Satellite Tool Kit simulator 
STK 12 Professional has been used to simulate and study the 
orbital dynamics of the satellites. 

TABLE II.  ORBITAL PARAMETERS FOR 
INTERNETWORKING 

Orbital parameter Scenario-1 Scenario-2 
Orbit height 600 km 600 km 

True anomaly 30˚ 15˚ 
Range to ground station 1932.4 km 1932.4 km 

Inter-satellite range 3600 km 1803.9 km 
 

 Scenario-1: Network optimized for minimal overlap in the 
visibility of satellites. 

 Scenario-2: Network optimized for maximum throughput. 

Time available to transfer data from the MS to the TSs is 
more in Scenario-1 than in Scenario-2. Also, the range between 
the satellites is more in Scenario-1 (3600 km) than in Scenario-
2 (1803.9 km). For these ranges the maximum data rates that 
can be supported on each RF chain with positive link margin 
are 500 Mbps and 2250 Mbps, respectively. But as sufficient 
bandwidth is available, it is possible to configure multi-beam 
transmission to meet higher data rate requirements. 

A. Scenario-1: No overlap in Satellite Visibility  

STK Scenario settings: 

 Orbit: Polar Sun synchronous 

 Altitude: 600 km 

 Ground station Hyderabad (Hyd), India - minimum 
elevation angle: 10°  

 Number of satellites: 4 

 True anomaly separation between satellites: 30° 

Figure 2 represents a condition where there is no satellite-
to-ground visibility overlap, as the true anomaly angle between 
satellites is 30°. But the inter-satellite range is about 3600 km 
as compared to 1932.4 km to the ground station. The path loss 
is higher by 5.8 dB. 

 

   
Fig. 2.  Scenario-1 satellite positions. 

Hence, data transfer between satellites can take place only 
at a reduced rate in order to maintain the RF link. Therefore, 
for seamless data transmission to ground, the payload data 
should be available (or imaging session should almost 
conclude) much ahead of Acquisition of Signal (AoS) of the 
MS to ground station as depicted in Figure 3. Best case 
condition is: 7 Tb of payload data has been imaged and 4.84 Tb 
of data that cannot be transmitted to ground directly by the MS 
are transferred to the TSs by the AoS time of MS. If imaging 
and data dumping have to happen without time gap, then 
synthesizing a larger window will be handled with more 
powerful data links and higher RF powers. Table III lists the 
AoS and Loss of Signal (LoS) of the MS and the 3 TSs. It 
should be noted from Table III that data transmission can 
happen between 6:45:54 and 07:17:56, i.e. in 32 min after 
imaging is completed. Also, the present study has succeeded in 
synthesizing a larger visibility window of 32.72 min as 
compared to the 7.798 min that would have been available with 
a single satellite. 

 

 

Fig. 3.  Scenario-1 timeline for imaging and data transfer. 

MS to GndStn TS1 to
GndStn

TS2 to
GndStn

TS3 to
GndStn

Imaging Session

MS to TS1

TS1 to TS2

TS2 to TS3



Engineering, Technology & Applied Science Research Vol. 14, No. 4, 2024, 16054-16060 16057  
 

www.etasr.com Ramalakshmi et al.: Enhancing the Capacity of Large LEO Satellites with Internetworked Small … 

 

TABLE III.  SCENARIO-1 SATELLITE VISIBILITY WITHOUT 
OVERLAP 

 
AoS 

Date and time 

LoS 

Date and time 

Visibility 

time (min) 

Hyd-To-MS 
14Dec2020 

06:45:54.567 
14Dec2020 

06:53:42.475 
7.798 

Hyd-To-TS1 
14Dec2020 

06:53:42.902 
14Dec2020 

07:01:51.339 
8.14 

Hyd-To-TS2 
14Dec2020 

07:01:34.999 
14Dec2020 

07:09:55.904 
8.348 

Hyd-To-TS4 
14Dec2020 

07:09:30.495 
14Dec2020 

07:17:56.512 
8.434 

Synthesized 
Window 

  32.72 

 

The flowchart in Figure 4 displays the methodology to be 
followed to identify satellite paths and to transfer data to them 
for dumping to the ground station in Scenario-1. 

 

 
Fig. 4.  Scenario-1 flowchart for satellite identification and data transfer. 

The MS receives the ephemeris data of all the satellites 
(MS, TS1, TS2, and TS3) in orbit and calculates their AoS and 
LoS for the ground station. From the AoS and LoS and also the 
data rate supported by each satellite, it calculates the quantum 
of data each satellite can transmit to the ground as DMS, 
DTS1, DTS2, and DTS3. The payload data are suitably 
segmented as shown in Figure 5. 

 

 
Fig. 5.  Scenario-1 data segmentation. 

The MD retains DMS data and transfers DTS1, DTS2, and 
DTS3 data to TS1, which retains DTS1 and transfers DTS2 and 
DTS3 data to TS2, which in-turn retains DTS2 and transfers 
DTS3 data to TS3. Based on the calculated AoS and LoS 
values, each satellite transmits its designated data to the ground 
station, thus achieving near real time transmission. Also, data 
transfer in the inter-satellite link is independent of the data 
transfer from satellite to the ground. The satellite systems 
should be capable of executing the two tasks independently, 
provided the criteria stated in the flowchart in Figure 4 are met. 

B. Unit Scenario-2: Overlap in Satellite Visibility  

STK Scenario settings: 

 Orbit: Polar Sun synchronous 

 Altitude: 600 km 

 Ground station (Hyderabad) - minimum elevation angle: 
10°  

 Number of satellites: 4 

 True anomaly separation between satellites: 15° 

 Inter satellite range to nearest satellite at fore end/ aft end: 
1821 km 

Figure 6 represents the satellite positions in orbit when the 
true anomaly separation between them is reduced to 15° and 
the inter-satellite and satellites to ground station ranges are 
similar. Hence, the data transfer between satellites can be done 
at a similar rate as to ground station. As noticed in Figure 7, 
there are at least 2 satellites simultaneously transmitting data to 
the ground.  

 

  
Fig. 6.  Scenario-2 satellite positions. 

 
Fig. 7.  Scenario-2 timeline for imaging and data transfer. 



Engineering, Technology & Applied Science Research Vol. 14, No. 4, 2024, 16054-16060 16058  
 

www.etasr.com Ramalakshmi et al.: Enhancing the Capacity of Large LEO Satellites with Internetworked Small … 

 

The benefit of this option is that data are transmitted to the 
ground in almost real time. The total time taken is also less 
(06:57:38 to 07:17:56, i.e 20 min). Here also a larger visibility 
window of 33.448 min has been synthesized as compared to the 
8.26 min available with a single satellite. In these 20 min, 
33.448 min visibility is achieved. Table IV lists the AoS and 
LoS of the MS and the 3 TSs. It can be seen that there is an 
overlap in satellite visibility to the ground. As the angle of true 
anomaly is smaller, the range between the satellites is smaller. 
Therefore, the RF link will support a faster rate of data transfer 
as compared to Scenario-1. As the time gap between the AoS 
of consecutive satellites is less, faster rate of data transfer is 
mandatory too. 

TABLE IV.  SCENARIO-2 SATELLITE VISIBILITY WITH 
OVERLAP 

 
AoS 

Date and time 

LoS 

Date and Time 

Visibility time 

(min) 

Hyd-To-MS 
14Dec2020 

06:57:38.450 
14Dec2020 
07:05:54.07 

8.26 

Hyd-To-TS1 
14Dec2020 

07:01:34.939 
14Dec2020 

07:09:55.843 
8.348 

Hyd-To-TS2 
14Dec2020 
07:05:32.28 

14Dec2020 
07:13:56.629 

8.406 

Hyd-To-TS3 
14Dec2020 

07:09:30.495 
14Dec2020 

07:17:56.512 
8.434 

Synthesized 
Window 

  33.448 

 

The flowchart in Figure 8 indicates the methodology to be 
followed to identify satellite paths and to transfer data to them 
for dumping to the ground station in Scenario-2. In this scheme 
too, based on the ephemeris data, the AoS, LoS and visibility 
time of all the satellites are computed and the data to be 
transmitted are suitably segmented as in Figure 5. The 
difference from Scenario-1 lies in the inter-satellite data 
transfer. As displayed in Figure 8, the MS retains the DMS data 
and transfers DTS1, DTS2, and DTS3 data to TS1, TS2, and 
TS3, respectively. When satellite AoS occurs, they start 
transmitting the data to the ground station. Here too, as in 
Scenario-1, data transfer in the inter-satellite link is 
independent of the data transfer from the satellite to the ground 
and the satellite systems should be capable of executing the two 
tasks independently, provided the criteria stated in the 
flowchart in Figure 8 are met. 

This scheme puts two constraints: (1) Data should be 
available before AoS of the satellite. (2) As two satellites will 
be simultaneously transmitting to the ground station, the 
ground infrastructure should support the data reception. Also, 
as multiple satellites are visible to the MS, multi-beam 
transmission on the MS can be planned in order to 
simultaneously transfer data to multiple satellites. Multi beam 
phased array antennas using frequency reuse techniques have 
been proven in S, X, K/Ka bands [9-13], both in transmit and 
receive modes. Designs exist for the development of 
miniaturized phased array antennas in the Ka-band. TS1 retains 
DTS1 data and transfers DTS2 and DTS3 data to TS2, which 
in-turn retains DTS2 data and transfers DTS3 data to TS3. 
Based on the calculated AoS and LoS values, each satellite 
transmits its designated data to the ground station, thus 
achieving near real time transmission. 

 
Fig. 8.  Flowchart for satellite identification and data transfer. 

IV. DISCUSSION  

Two scenarios are discussed above. Scenario-1 with no 
overlap in the satellite visibility to the ground and hence 
constraints in the imaging session and larger latency. Scenario-
2 does not impose constraint on the imaging session and image 
data volume. Also, data dump is almost real time. 

In Scenario-1, the time taken to transmit data to the ground 
station increased to 32 min, in contrast to the ~8 min available 
from a single satellite. In Scenario-2 there is an overlap in 
satellite(s)-to-ground station visibility. The cumulative 
satellite(s) visibility to the ground is about 33 min, and due to 
the overlap of visibility to ground station it is possible to 
transmit the same amount of data to earth station in just 20 min. 
Two ground station terminals should be installed to receive 
data simultaneously owing to satellite visibility overlap in 
Scenario-2. Once the data are downloaded to the ground almost 
in real-time, the satellite is again ready to operate its payload. 
This effectively increases the usefulness of the satellite 
significantly. In both cases, where inter-satellite data transfer is 
proposed, it should be borne in mind that in addition to Ka-
band transmission, Ka-band receiver supporting similarly high 
data rates is also to be conceived. A 50 Mbps data rate receiver 
in the Ka-band using COTS components has been documented 
[35]. State-of-the-art technologies can be utilized for higher 
data rates.   

V. CONCLUSION 

A constellation of satellites, a network of multiple satellites 
working together, offers a wide array of applications across 
various fields. Global Navigation Satellite Systems provide 
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accurate positioning, navigation, and timing services. Earth 
Observation Satellites in constellation can capture high-
resolution images of Earth's surface for applications like 
environmental monitoring, disaster response, urban planning, 
agriculture, forestry management, and resource exploration. 
Communication Satellite constellations are used for global 
broadband internet coverage, especially in remote or rural areas 
where terrestrial infrastructure is insufficient, and facilitate 
long-distance communication, including voice, video, and data 
transmission for telecommunication services, television 
broadcasting, and maritime and aviation communication. 
Weather Forecasting Satellite constellations equipped with 
weather monitoring instruments provide data for weather 
forecasting, climate research, and monitoring natural disasters 
like hurricanes, typhoons, and wildfires. Military and civilian 
agencies use satellite constellations for surveillance, 
reconnaissance, border security, and monitoring of critical 
infrastructure. 

Other applications include Search and Rescue, Precision 
Agriculture, Mapping, and Cartography. While these are just a 
few examples, of the applications of satellite constellations, the 
near-real time transmission of high volume data in the order of 
7 Tb has not been explored yet. Also the configurations 
suggested in this paper are just a beginning and can easily be 
expanded for multiples of 7 Tb of data. The aim of this 
research is mainly to study the feasibility of high volume near 
real time data transmission and subsequently to develop a 
communication algorithm between satellites to achieve this 
goal. 
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