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ABSTRACT

The present research aims to improve the detection of financial frauds in enterprises through the utilization of Artificial Intelligence (AI) methods. The proposed framework employs machine learning algorithms and data analytics to accurately identify patterns, anomalies, and signs of fraudulent activity. Exploratory data analysis approaches were employed to identify instances of missing values and imbalanced data. The random forest was based on its ability to consistently capture intricate patterns and efficiently tackle the multicollinearity problem. The isolation forest approach yielded an accuracy of 99.7%, while the local outlier factor method achieved an accuracy of 99.8%. Similarly, the random forest algorithm demonstrated an accuracy of 99.9%.
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I. INTRODUCTION

As the landscape of traditional financial activities undergoes a transformative change, technology is playing a pivotal role in facilitating a shift toward computer-centric financial services. This shift marks a significant transition for financial institutions, which are moving away from a human-centered model to one that is increasingly reliant on computerized systems. The advent of technology has enabled financial institutions to streamline their operations, improve efficiency, and reduce costs while simultaneously providing customers with a more seamless and personalized experience. The adoption of technology in financial services has become imperative for institutions that seek to remain competitive in the modern digital age [1].

Enterprise fraud is a widespread danger in various industries, significantly affecting firms' financial health, reputation, and operational strength. This complex type of fraud involves a variety of deceitful actions conducted within or directed at a firm, encompassing not only employees, but also contractors, customers, and external individuals. Enterprise fraud has serious consequences, including substantial financial losses, compromised data security, regulatory violations, and a decline in customer trust. Companies can lose up to 5% of their annual income due to fraudulent actions. Traditional detection approaches for occupational fraud, insider threats, and financial crime are frequently insufficient. These strategies concentrate on specific aspects of organizational data and specialize in particular types of fraud, leading to delayed identification of manipulative behaviors that could endanger the organization's survival. To effectively combat enterprise fraud, a comprehensive approach is needed that combines advanced technology, strong internal controls, ongoing monitoring, and proactive risk management.

Advanced analytics and Machine Learning (ML) play a crucial role in combating fraud. These technologies allow analyzing many data sources, such as financial transactions, employee records, customer behavior, and communication networks. They reveal hidden links and detect suspicious actions immediately. It is becoming increasingly important to prevent fraud schemes from developing, which requires a proactive defense. Even the most fundamental paradigms informing financial regulation now need to be rethought [2]. One of the biggest challenges currently facing the financial industry is the integration of Artificial Intelligence (AI) into existing systems and processes of financial institutions [3].

II. RELATED WORK

The integration of AI with financial fraud detection has been the subject of considerable research and development. In recent years, regulatory authorities have increased their focus on detecting and preventing financial crimes, see Table I. This is particularly important for banks and financial institutions, as they have multiple business processes that are vulnerable to fraud [4] and procedures that are a good source for criminal actors [5]. The related work on this issue is extensive, demonstrating a wide range of techniques, procedures, and technology targeted at improving the identification of
Authors in [6] explored the transformative role of AI and ML in the finance industry, focusing on their applications in intelligent advising, lending, monitoring, and customer service. [6]. Authors in [7] studied the rising occurrence of financial fraud and its significant cost to institutions and consumers. Fraudsters’ expertise in exploiting flaws in existing preventative mechanisms are utilized across multiple fields, including credit cards, insurance, money laundering, stock and commodities fraud, and insider trading. The study highlights the limits of fraud prevention systems and emphasizes the rising importance of powerful fraud detection systems. The authors methodically evaluate anomaly detection strategies, stressing the progression from mostly supervised learning algorithms to the addition of semi-supervised and unsupervised learning models to overcome supervised learning difficulties. The survey provides an in-depth analysis of the most efficient methods for identifying anomalies in financial fraud, with a particular emphasis on recent advances in semi-supervised and unsupervised learning, contributing valuable insights to the ongoing debate on improving financial fraud detection. Authors in [5] used AI and ML to detect money laundering financial transactions.

To identify suspicious activity, supervised and unsupervised learning methodologies, classification models, and anomaly detection techniques are employed. In [8], the accuracy, precision, recall, and F1 score of several classifiers, including Artificial Neural Networks (ANNs), Random Forest (RF), and Logistic Regression (LR) are examined. The study emphasizes the potential for combining ML approaches with feature engineering to increase financial crime detection rates, and it offers further studies, such as investigating consumer attributes and creating intelligent feature engineering. The goal is to design a model using annual financial statements to detect the likelihood of significant financial irregularities in enterprises. The research compares the financial records of 54 corporations renowned for accounting problems in the twentieth century against those of 58 similar "honest" enterprises. LR, linear discriminant analysis, deep ANNs, Naïve Bayes models, RF, and gradient-boosted Decision Trees (DTs) were among the ML and AI technologies used. The results suggested that the gradient-boosted DTs and the RF were the most successful algorithms. Authors in [9] employed SVM, DT, and CHAID to identify financial crimes by building an effective detection model. According to the findings, the C5.0-SVM model yielded the greatest outcomes. The C5.0-SVM model had the highest accuracy rate of 83.15%, followed by SVM-SVM whose accuracy was 81.91%, C5.0-CHAID with an accuracy of 80.93%, and SVM-CHAID with 77.16% accuracy.

Authors in [10] explore the impact of AI on financial services, highlighting its potential in risk assessment, stock trading, and credit lending. It highlights its benefits, including improved loan services, simplified stock trading, and enhanced fraud detection. Authors in [11] examined the issue of detecting financial frauds. Traditional solutions often use rule-based algorithms or manual feature extraction, but these fail to account for the extensive Multiview network interactions that exist among financial service consumers. SemiGNN, is introduced, a semi-supervised attentive graph neural network that detects fraud using both labeled and unlabeled data. To grasp the relationships between distinct neighbors and perspectives, a novel hierarchical attention mechanism is used, which makes the model’s judgments interpretable. The algorithm exhibited encouraging results when tested on Alipay, a prominent Chinese payment site. SemiGNN outperformed state-of-the-art algorithms for user default prediction, with an AUC of 0.807 and a KS of 0.464. The findings underscore the significance of certain applications, nicknames, and addresses in generating these predictions.

The continuation of Financial Statement Fraud (FSF) poses significant concerns to global capital market stability [12]. Many predictive and investigative strategies have been investigated to combat FSF, but their practical implementation remains difficult because of the complexities of real-world settings. Research employing 18 financial datasets depicting a fraud triangle used both supervised and unsupervised approaches to identify FSF in China's stock market data. This study fully examined the following supervised approaches: multi-layer feed-forward ANN, probabilistic ANN, SVM, multinomial log-linear model, and discriminant analysis. MFFNN was particularly good in detecting fake financial statement data, according to empirical studies. The results demonstrated that MFFNN was very effective at detecting false financial statement data. This strategy integrated supervised and unsupervised methods, providing a practical way for building prediction models that are adaptive across different financial datasets. Authors in [13] delved into the creation of a fraud detection model spanning a decade (2004-2014) with data from 160 Taiwanese firms in the quest for a sustainable financial market.

In this paper, we make several significant contributions to the field of financial fraud detection. Firstly, we conduct a comprehensive comparative analysis of three prominent algorithms—RF, Isolation Forest (IF), and Local Outlier Factor (LOF), providing valuable insights into their respective strengths and weaknesses. Secondly, we emphasize the importance of considering not only accuracy, but also other performance metrics, such as computational efficiency and interpretability when choosing a fraud detection method suitable for enterprise applications. Thirdly, our study highlights the potential of ensemble approaches and advanced ML techniques for enhancing fraud detection capabilities. Lastly, the implications of our findings for future research and practical applications are discussed, paving the way for more robust and adaptive fraud detection systems in the financial sector.
TABLE I. SUMMARY OF THE LITERATURE REVIEW

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Method</th>
<th>Application</th>
<th>Dataset</th>
<th>Evaluation metric</th>
<th>Limitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]</td>
<td>Anomaly Detection: SL, SSL, USL</td>
<td>Credit cards, insurance, money laundering, stock and commodities fraud</td>
<td>General financial sectors</td>
<td>Anomaly detection</td>
<td>Need for unsupervised learning due to limitations of supervised learning</td>
</tr>
<tr>
<td>[5]</td>
<td>ANNs, RF, LR</td>
<td>Money Laundering Detection</td>
<td>Banking and non-banking stats, regulatory requirements, professional insights</td>
<td>Accuracy, Precision, etc.</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>[8]</td>
<td>LR, DNN, Naive Bayes, RF, Gradient Boosted Trees</td>
<td>Identifying unfair corporate culture in companies</td>
<td>Financial records of 112 companies</td>
<td>RF and Gradient Boosted Trees were top performers</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>[10]</td>
<td>AI</td>
<td>Impact on Financial Services</td>
<td>Secondary sources and surveys with experts</td>
<td>Not specified</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>[11]</td>
<td>Semi-supervised Attention Graph AN</td>
<td>Financial Fraud Detection</td>
<td>Alipay user data</td>
<td>AUC: 0.807, KS: 0.464, precision varied, Top 1% Precision</td>
<td>Traditional methods often overlook extensive multiview network interactions</td>
</tr>
<tr>
<td>[13]</td>
<td>ANN, SVM, CART, CHAID, C5.0, QUEST</td>
<td>Financial Statement Fraud Detection</td>
<td>Data from 160 Taiwanese firms (2004-2014)</td>
<td>Accuracy: Over 90% (for the combination of ANN and CART)</td>
<td>Not specified</td>
</tr>
<tr>
<td>[14]</td>
<td>LSTM, RNNs</td>
<td>Financial Statement Fraud Detection</td>
<td>Data from 153 TWSE/TPEx listed firms from 2001-2019</td>
<td>Accuracy: LSTM: 94.88%, RNN: 87.18%</td>
<td>Not mentioned</td>
</tr>
<tr>
<td>Present study</td>
<td>RF, IF, LOF</td>
<td>Financial Fraud Detection</td>
<td>PaySim contains 11 attributes and 6362620 records</td>
<td>Accuracy: Random Forest (99.95%) Isolation Forest (99.82%) Local Outlier Factor (99.75%)</td>
<td>More adaptability may be required for upcoming fraud patterns</td>
</tr>
</tbody>
</table>

III. METHODOLOGY

Detecting frauds in real-time is a significant challenge due to the constantly changing common and fraudulent behaviors. Manual fraud detection techniques are often inaccurate and require significant time and resources to identify patterns. In the current study, ML models were used for fraud detection.

This method is designed to provide a more complete understanding of a research problem by leveraging the strengths of all the considered methods. Figure 1 illustrates the implementation process for the methodology.

![Flowchart of the proposed methodology.](image-url)
A. Model Building

For real-time fraud detection, three ML algorithms were developed and implemented.

1) Random Forest

RF is an ensemble classifier that includes multiple DTs, each of which maintains the same distribution across the ensemble by utilizing a random vector. This mitigates the individual overfitting tendencies of each tree [15]. The process of DT creation can be improved by merging predictions from multiple trees. This technique is particularly useful for datasets with a high number of dimensions, as it eliminates the need for complex methods such as dimensionality reduction or feature selection. Additionally, it allows for faster training and simplifies parallel model usage.

2) Isolation Forest

IF is unique because it focuses on isolating unusual or rare data points, which are often indicators of fraudulent activities. By creating random splits in the data, it can quickly identify these anomalies and separate them from the majority of legitimate transactions. This approach proved effective in our study, showing strong performance in identifying fraudulent transactions amidst a sea of normal ones. Its ability to pinpoint outliers makes it a valuable tool in fraud detection systems.

IF and RF are both tree-based ML algorithms, but they serve different purposes. IF is designed for anomaly detection, focusing on isolating outliers by randomly partitioning the data. This makes it effective for spotting rare events like fraudulent transactions. On the other hand, RF is a supervised learning algorithm used for classification and regression tasks.

3) Local Outlier Factor

LOF is an unsupervised ML algorithm used for detecting outliers or anomalies in data. Unlike supervised methods that require labeled data, LOF works by comparing the density of points in the vicinity of each data point to determine its degree of "outlierness." Points with significantly lower density compared to their neighbors are considered outliers. In the context of financial fraud detection, LOF can be particularly useful for identifying subtle variations and anomalies in transaction data that may indicate fraudulent activities. The LOF algorithm can be divided into four parts:

- k-Distance and k-Neighbors: The hyperparameter k determines the number of neighbors to consider, determining the distance between observations. A small value increases noise sensitivity, while a large value may not recognize local anomalies.
- Reachability Distance: Reachability Distance (a, b) is the maximum distance between two points, using Euclid, Minkowski, Manhattan, and other distance measures.
- Local Reachability Density: Reachability distances are calculated for all k closest neighbors of a point, and the values are summed and divided by k. The inverse of this value is used to calculate the desired local accessibility density.
- LOF Calculation: The local reachability densities are compared to the local reachability densities of its nearest k neighbors, and the density of each neighbor is summed and divided by a's density.

IV. DATA DESCRIPTION

Obtaining real financial data for any company can be difficult due to the private nature of the financial transactions. This makes it difficult for researchers to obtain publicly available datasets. The dataset employed for training and testing the models is Lopez-Rojas’s PaySim dataset on Kaggle [16]. It contains 11 attributes and 6362620 records. Table II shows a sample of the dataset with some of its attributes.

<table>
<thead>
<tr>
<th>Step</th>
<th>Type</th>
<th>Amount</th>
<th>nameOrig</th>
<th>oldbalanceOrig</th>
<th>newbalanceOrig</th>
<th>nameDest</th>
<th>OldbalanceDest</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>9819.64</td>
<td>C1231006815</td>
<td>170136</td>
<td>160296.4</td>
<td>M1937987155</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>1864.28</td>
<td>C1666544295</td>
<td>21249</td>
<td>19384.72</td>
<td>M2044282225</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>181</td>
<td>C1305486145</td>
<td>181</td>
<td>0</td>
<td>C553264065</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>181</td>
<td>C840085671</td>
<td>181</td>
<td>0</td>
<td>C368970101</td>
<td>21182</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>3168.14</td>
<td>C2048537720</td>
<td>41554</td>
<td>259658.86</td>
<td>M1238701703</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>7817.71</td>
<td>C90045638</td>
<td>53860</td>
<td>46042.29</td>
<td>M573487274</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>7107.77</td>
<td>C154988899</td>
<td>183195</td>
<td>176087.2</td>
<td>M408069119</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>7861.64</td>
<td>C1912850431</td>
<td>176087.2</td>
<td>168225.6</td>
<td>M63323633</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>PAYMENT</td>
<td>4024.36</td>
<td>C1265012928</td>
<td>2671</td>
<td>0</td>
<td>M1176932104</td>
<td>0</td>
</tr>
</tbody>
</table>

**TABLE II. DATASET SAMPLE**

- **Step:** maps a unit of time in the real world. In this case 1 step is 1 hour of time, with 744 total steps (30 days simulation).
- **Type:** CASH-IN, CASH-OUT, DEBIT, PAYMENT and TRANSFER.
- **Amount:** amount of the transaction in local currency.
- **NameOrig:** customer who started the transaction.
- **oldbalanceOrig:** initial balance before the transaction.
- **newbalanceOrig:** new balance after the transaction.
- **nameDest:** customer who is the recipient of the transaction.
- **oldbalanceDest:** initial balance recipient before the transaction. Note that there is not information for customers that start with M (Merchants).
- **newbalanceDest:** new balance recipient after the transaction. Again, there is no information for customers that start with M (Merchants).
• **isFraud**: These are the transactions made by the fraudulent agents inside the simulation. In this specific data set the fraudulent behavior of the agents aims to profit by taking control of our customers’ accounts and try to empty the funds by transferring to another account and then cashing out of the system.

• **isFlaggedFraud**: any attempt to transfer more than 200,000 in a single transaction is flagged as illegal.

### A. Data Preprocessing and EDA

Combining the regular preprocessing techniques with the Exploratory Data Analysis (EDA) represents a valuable step in the current financial fraud detection analysis. Data preprocessing is essential for preparing data for ML models, including fraud detection. It involves cleaning the data by handling missing values and removing outliers to ensure accuracy. Additionally, features like scaling and normalization help standardizing data, making sure all parts contribute equally to the model. Encoding categorical data and feature engineering transform non-numerical information into a usable format for the algorithms. Overall, proper data preprocessing improves the model's performance by highlighting patterns and making it easier to distinguish between normal and fraudulent transactions.

1) **Data Exploration**

EDA is essential in preparing financial transaction datasets for fraud detection analysis. It provides insights into data characteristics, detects anomalies, guides feature selection and engineering, assesses data quality, and informs modeling decisions. By exploring the dataset, the specific time frame when the fraud occurred and determining the maximum amount stolen by the fraudster can be analyzed. Figure 2 shows the count of the types of transaction in the dataset (i.e. payment, transfer, cash out, debit, and cash in). Figure 3 shows the most common fraud types used by fraudsters. The correlation among several features is shown in Figure 4, which offers valuable insights into the interconnections among features.

2) **Data Cleaning**

An important aspect of the data preprocessing phase is to clean the data and eliminate any anomalies that might impede the efficacy of subsequent analysis. It includes handling missing values, and removing duplicates, or outliers to ensure the integrity and reliability of the dataset. Such measures allow obtaining optimum accuracy in the modeling phase, enhancing the robustness of the fraud detection mechanisms.

- **Handling Missing Values**: Impute missing values using techniques such as mean, median, or mode imputation, or consider more advanced methods like interpolation.
- **Duplicate Data Removal**: Duplicate records are identified and removed to ensure data integrity.
- **Outlier Detection and Treatment**: Statistical methods or ML algorithms are employed to identify outliers and decide whether to remove, transform, or treat them separately.

3) **Data Balancing**

There were challenges with the dataset that could influence the results if not resolved. The utmost apparent problem was the very unbalanced classes as of the 6362620 transactions, 6362620 (99.8709%) were legitimate and only 8213 (0.1291%) were fraudulent. These imbalanced class proportions could lead to

![Fig. 2. Transaction types.](image1)

![Fig. 3. Most common types used by fraudsters.](image2)

![Fig. 4. Correlation between features.](image3)
inaccurate predictions due to bias towards the abundant legitimate transactions. Therefore, it is essential to employ techniques such as oversampling, undersampling, or synthetic data generation to balance the classes. The present investigation used the SMOTE technique to address the class imbalance issue. SMOTE works by generating synthetic samples in the minority class, helping to balance the dataset and improve the model's ability to identify fraudulent activities [15].

4) Feature Extraction

The transaction features are the input of the classification models. Each transaction type is associated with several features. Transaction features may include the frequency of transactions and the value of each transaction. Such features may also include the destination account, time, origin's and destination's geographical location, amount, accumulated fund flow, and accumulated transaction amount, entity (person or company doing the transfer, average person), and type of transaction (cash, money transfer). All are recognized as critical for fraud detection and classification. Once the semantic features are extracted from the raw transaction data, they are fed into the classifier.

The main attributes of a transaction were considered. These features will make a vector for each transaction consisting of the type and the amount of the transaction, origin old balance, origin new balance, destination old balance, and destination new balance. For the current research, feature engineering included three steps:

- Feature Selection: selecting the most relevant features that have the potential to predict fraudulent activities.
- Encoding Categorical Variables: Converting categorical variables into numerical format by using various techniques such as one-hot encoding or label encoding.
- Data Transformation: such as normalization to scale numerical features to a similar range to prevent certain features from dominating others during model training.

In the current research, after the feature selection phase, only the most important features were included, namely, type of transaction, amount of transaction, origin old balance, origin new balance, destination old balance, and destination new balance.

5) Data Splitting

The dataset was split into three subsets: 70% for training, 15% for validation, and 15% for testing. The training set was used to train the model, the validation set to fine-tune the hyperparameters and monitor performance during training, and the test set for the final evaluation of the model's generalization capability. This division ensures the model is assessed on unseen data, reducing the risk of overfitting where the model memorizes the training data without generalizing well to new data.

V. RESULTS AND DISCUSSION

The current study examined three methods to detect financial fraud: RF, IF, and LOF. RF stood out with an impressive accuracy of 99.95%, demonstrating its excellence in distinguishing between genuine and fraudulent transactions. Following closely, the IF achieved an accuracy of 99.82%, making it effective in identifying unusual and potentially fraudulent activities. On the other hand, LOF reached an accuracy of 99.75%, indicating its capability to detect subtle anomalies in financial transactions. When selecting a fraud detection approach for businesses, it is crucial to consider factors beyond just accuracy. This includes evaluating the method's computational efficiency, ease of interpretation, and overall performance metrics. Table III offers further insights and implications regarding these methods.

Collaborative efforts between researchers, industry experts, and regulators could also establish standardized frameworks for more effective and transparent fraud detection in the future.

The insights from this study can serve as a valuable reference for enhancing fraud detection systems in industries such as healthcare, e-commerce, and cybersecurity [24-29]. However, adapting the optimal model and parameters to each unique application area's characteristics and challenges may be necessary. Thus, while our focus is on financial fraud detection, the methodologies discussed offer broad guidelines for improving fraud detection across various sectors.

<table>
<thead>
<tr>
<th>Model</th>
<th>Elaboration and Implications</th>
<th>Accuracy Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>RF achieved an accuracy score exceeding 99.95%, showcasing its robustness in capturing complex financial patterns.</td>
<td>99.95%</td>
</tr>
<tr>
<td>IF</td>
<td>IF demonstrated an accuracy score of around 99.82%, excelling in isolating anomalies within financial datasets.</td>
<td>99.82%</td>
</tr>
<tr>
<td>LOF</td>
<td>LOF attained a strong accuracy score of approximately 99.75%, specializing in detecting local irregularities.</td>
<td>99.75%</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

In pursuing strengthening of financial fraud detection within enterprise systems, the present investigation used three ML models, namely RF, IF, and LOF. Each model exhibited remarkable accuracy in distinguishing between fraudulent and non-fraudulent transactions, showcasing the potential for practical deployment in the complex landscape of financial security. The RF model, known for its ensemble learning
capabilities, demonstrated an exceptional accuracy score of approximately 99.95%. This underscores its robustness in handling intricate relationships within financial data, positioning it as a highly effective tool for identifying fraudulent activities. Similarly, the IF model, designed to isolate anomalies efficiently, achieved a commendable accuracy score of around 99.82%. Its ability to pinpoint outliers within the dataset makes it an asset for detecting irregularities indicative of fraudulent behavior. The LOF model, leveraging density-based techniques, achieved an accuracy score of approximately 99.75%.

The present investigation has demonstrated the effectiveness of RF, IF, and LOF models in detecting financial fraud, the future direction lies in continuous research, refinement, and adaptation of these models to counter emerging fraudulent tactics and evolving financial technology. As financial technology evolves, ongoing research and refinement of these models will be imperative to stay ahead of sophisticated fraudulent activities and safeguard the integrity of enterprise financial systems using advanced models including but not limited to [20-23]. The findings lay the groundwork for informed decision-making in selecting models that align with the unique requirements and challenges posed by the dynamic landscape with advanced ML/AI models in various areas [30-34].
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