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ABSTRACT 

This study aims to propose an efficient Machine Learning (ML) model, namely Gradient Boosting 
Regression Trees (GBRT), to predict apartment prices considering the fluctuation of construction material 
prices and the annual inflation index. For developing the ML model, 480 apartments in Vinh City 
(Vietnam) were considered. The input parameters employed while training the ML model were the area of 
the apartments, the number of bedrooms/restrooms, the apartment class, nearby health or education 
services, investment potential, and parking, whereas the apartment price was the output of the model. The 
results show that the GBRT model predicts the apartment price accurately with a high value of 0.997 and a 
small RMSE of 0.26. Additionally, the obtained a20-index is very high, almost 1.0. Finally, a practical 
graphical user interface was developed to facilitate the prediction of the apartment price in terms of 
usability. 

Keywords-GBRT model; apartment price; GUI; Vinh City; Vietnam  

I. INTRODUCTION  

The prediction of apartment price is not only a useful tool 
for managing risks and making investment decisions, but also 
helps to better understand the true value of real estate and 
market trends. Apartment prices are influenced by many factors 
such as the apartment area, project location, surrounding 
amenities, economic growth rate, and inflation. There are many 
factors affecting apartment sales and rental prices, namely the 
interest rates, inflation rates, economic growth rate, economic 
development level, industrialization rate, financial market 

developments, environmental factors, and building 
characteristics [1-5]. Recently, Artificial Intelligence (AI) 
algorithms have been widely applied in engineering techniques 
[6-12] and, in particular, the application of AI models in 
apartment price prediction has been the subject of many 
studies. In [13], Machine Learning (ML) was used to predict 
the real-time apartment prices in Tokyo metropolitan area. An 
ML approach to predict apartment prices was developed 
deploying a ML approach for Colombia in [14, 15] and Czech 
Republic in [16]. Even though various ML models were 
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employed for estimating apartment prices, the Gradient 
Boosting Regression Trees (GBRT) model has not been 
utilized yet. Specifically, a consideration of various influential 
parameters including apartment area, existence of 
bedroom/restroom, apartment class, health services, education 
services, investment potential, and parking have not been 
investigated so far.  

This study focuses on the application of the GBRT model 
to estimate apartment prices considering the fluctuation of 
construction material prices and the annual inflation index. To 
develop the proposed model, this study conducted an extensive 
survey of apartment prices in Vinh city, Vietnam, considering a 
total of 480 apartments in 11 projects. In particular, 7 input 
factors affecting apartment prices were considered and 
apartment price was the output variable of the GBRT model. 
Finally, an apartment price prediction model that takes into 
account fluctuations in material prices and inflation index was 
implemented. Additionally, a graphical user interface software 
was built in MATLAB. Furthermore, the quantitative influence 
of factors on the price of apartments was also contemplated. 

II. MATERIALS AND METHODS 

A. Gradient Boosting Regression Trees (GBRT) 

The GBRT model is a powerful method in the field of ML 
used in classification and regression problems. GBRT 
combines the strength of decision trees and boosting techniques 
to create a flexible and accurate prediction model. The critical 
components of the algorithm are: 

1) Boosting 

GBRT belongs to the family of "boosting" algorithms, 
which is a strategy that focuses on building a sequence of weak 
models and combining them to create a stronger model. Each 
weak model in the chain learns from the errors of the previous 
model, thereby increasing the prediction accuracy. 

2) Regression Trees 

The sub-models in GBRT are decision trees. Decision trees 
are built by dividing data into groups based on characteristic 
variables, creating complex decision rules. 

3) Gradient Descent 

To optimize the model, GBRT engages the gradient descent 
method. Each tree is built to reduce the prediction error of the 
previous model, and gradient descent is applied to adjust the 
weights of the tree, reducing the magnitude of the gradient and 
making the model converge more quickly. 

4) Loss Function 

The loss function measures the difference between the 
predicted value and the actual value. For apartment price 
forecasting problems, the Mean Squared Error (MSE) value is 
often deployed to evaluate the error of predicted models. 

5) Regularization 

To avoid the overfitting phenomenon during the data 
training process, GBRT applies regularization algorithms. 
Parameters, such as number of trees, tree depth, and learning 
rate can be adjusted to control overfitting. 

B. The GBRT Model for predicting Apartment Prices 

The flowchart of the GBRT model is illustrated in Figure 1.  

 

 
Fig. 1.  The training process of the tree-based model. 

The detailed steps for implementing the model are: 

 Step 1. Initiation of GBRT 

Create the initial prediction ���, which is the mean value of 
the output (i.e. apartment price). 

 Step 2. Boosting loop (� from 1 to �) 

o Step 2.1: Calculate residuals. The ccalculated error 
is ��� = �� − ����
�, where ����
� is the prediction of 
the previous tree. 

o Step 2.2: Develop the regression tree. Use training 
data and residuals to construct a new decision tree 

������. 

o Step 2.3: Optimize the tree. Apply the optimization 
technique to reduce errors efficiently. 

o Step 2.4: Update prediction. Update the model 
predictions: ���� = ����
� + ����� , where �  is the 
learning rate. 

o Step 2.5: Calculate error. The calculated error 
����, ����� is obtained based on the new prediction. 

 Step 3. Total prediction: ��� = ∑ ����
�
��� . 

 Step 4. Performance evaluation and fine-tuning of hyper-
parameters. Evaluate the model performance on the test set 
and possibly perform fine-tuning steps to improve 
predictions and reduce overfitting. Parameters, such as 
number of trees, tree depth, and learning rate can be 
adjusted to control overfitting. 

 Step 5. Application. Appy the optimal GBRT for predicting 
new data. 

C. Infuential Parameters on Apartment Prices 

Determining the price to sell or rent an apartment is a 
complex process that depends on many factors. In this study, 
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potential factors affecting the price of apartments are adapted 
from [4, 5, 17-20], including area X1, number of 
bedrooms/restrooms X2, apartment class X3, health services X4, 
education services X5, investment potential X6, and parking X7 
Those parameters are summarized in Table I. 

TABLE I.  FACTORS AFFECTING APARTMENT PRICES 

Factors affecting  References 
Area apartment X1 [5, 17] 

Number of bedrooms/restrooms X2 [5, 17] 

Apartment class X3 [4] 

Health services X4 [4, 18, 19] 

Education services X5 [4, 18, 19] 

Investment potential X6 [5, 20] 

Parking X7 [4, 5] 

 

D. Apply GBRT for predicting Apartment Prices  

The application of the proposed GBRT model for 
predicting apartment prices is a 5-step process. Its block 
diagram can be seen in Figure 2. The steps are:  

 Step 1. Select parameters affecting apartment prices 

 Step 2. Collect and process data 

 Step 3. Train the GBRT model 

 Step 4. Evaluate the results 

 Step 5. Apply the model. 

 

 
Fig. 2.  Flowchart of the application of the proposed GBRT model. 

III. CASE STUDY 

A. Data Collection and Analysis 

In this study, an investigation of the selling prices of 480 
apartments in Vinh city, Vietnam in the period from 2018 to 
2023 was carried out. The collected data include the apartment 
selling price and the considered factors X1 – X7 affecting that 

price. The price of the apartment is considered as the output. 
Specifically, apartment class X3 is classified into three levels: 
level 1 (A class), level 2 (B class), and level 3 (C class). Health 
services (X4), education services (X5), and investment potential 
(X6), are also divided into three levels: level 1 (excellent), level 
2 (good), and level 3 (medium). Parking lot (X5) is classified 
into three groups: sufficient parking space, not enough parking 
space, and very limited space. The statistical properties of the 
database are described in Table II, and the histograms of the 
dataset are portrayed in Figure 3. The correlation between the 
variables is displayed in Figure 4. 

TABLE II.  STATISTICAL SUMMARY OF THE DATASET 

  Minimum Maximum Mean S.td COV 
)��m'� 30.6 112.0 64.6 15.6 0.2 

)' 1.0 3.0 2.3 0.6 0.3 

)+ 1.0 3.0 2.3 0.7 0.3 

), 1.0 3.0 1.7 0.7 0.4 

)- 1.0 3.0 1.8 0.6 0.3 

). 1.0 3.0 1.9 0.8 0.4 

)/ 1.0 2.0 1.4 0.4 0.3 

Y�100$� 11.0 34.1 18.3 4.0 0.2 

 

  

  

  

  

Fig. 3.  Histograms of the input and output parameters. 
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Fig. 4.  Correlation between the variables. 

B. Performance of the GBRT Model 

Figure 5 manifests the regression of the developed GBRT 
model and the collected values, where the output predictions 
are very consistent with the collected data.  

 

 

 

 
Fig. 5.  Flowchart of the regression of predicted and collected data on 

apartment prices. 

The R2 values for training data, test data, and overall data 
are 0.9963, 0.9977, and 0.9966, respectively. It can be seen that 
those values are very close to 1.0. These results emphasize that 
the developed GBRT model can predict apartment prices 
accurately. The predicted result after training combined with 
the increment of market prices and annual inflation helps 
managers, investors, and, especially, clients accurately balance 
their prepared finances to buy an apartment. Figure 6 shows the 
convergence of the MSE and the comparison between the 
predicted and the collected apartment prices during data 
training. It can be noticed that the error values of the training 
and test data are close to zero after 1000 simulation trees. This 
result once again confirms that the GBRT model accurately 
predicts the apartment prices based on the collected data. Table 
IV provides the minimum, mean, maximum, Standard 
Deviation (SD) and Covariance of Variation (CoV) of the 
actual/predicted data ratio of the GBRT model. Mean values 
close to 1.0 and small SD values indicate that GBRT model has 
a superior ability in predicting apartment prices. A smaller CoV 
value implies a minimized amount of dispersion in the results. 

 

 

 

Fig. 6.  MSE and comparison between predicted data and collected data. 

TABLE III.  CALCULATED RESULTS OF THE STATISTICAL 
PARAMETERS OF THE GBRT MODEL 

  34 a-20 index RMSE 

Training  0.9963 1.00 0.2607 

Testing  0.9977 1.00 0.3000 

All data  0.9966 1.00 0.2401 

TABLE IV.  RESULTS OF THE RATIO OF ACTUAL 
(COLLECTED) TO PREDICTION PRICES 

 Actual/prediction 

Min Max Mean SD CoV 

Training 0.9824 1.0613 1.0025 0.0128 0.0128 

Testing 0.9659 1.0184 0.9960 0.0138 0.0139 

All data 0.9659 1.0613 1.0007 0.0135 0.0134 
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C. The Influence of Input Factors on Apartment Prices 

As analyzed above, the GBRT model has the ability to 
accurately predict apartment prices, which means that the 
contribution value of the input parameters reflects their 
influence on the output value. In this section, this study 
identifies the most influential factors that affect the price of the 
apartments. The influence of the input parameters on the output 
values is observed in Figure 7. 

 

 
Fig. 7.  Influence of the input variables on apartment prices. 

D. Graphical User Interface 

A convenient Graphical User Interface (GUI) tool was 
developed using MATLAB (Mathworks 2022b) to simplify the 
calculation of the apartment prices, as noticed in Figure 8.  

 

 
Fig. 8.  GUI for apartment price. 

In particular, the GUI has integrated additional variables 
predicting the fluctuation of material prices and the cumulative 
annual inflation index. Seven input parameters, from )� to )/, 
and two price factors, i.e. volatility and inflation index, are 
included. Users can easily get the output by clicking on the 
"Predict" button. It should be noted that this GUI is developed 
based on the proposed GBRT model, so the verification of the 
prediction results has been thoroughly completed. However, 
this model cannot solve the extrapolation problem. So the input 

values must be limited to the minimum and maximum of the 
database. To expand the coverage of these ML models, it is 
necessary to consider a broader range of data used. 

IV. CONCLUTIONS 

This study developed a GBRT model to predict apartment 
prices considering construction material prices and annual 
inflation index. To develop the proposed model, this study 
conducted an extensive survey of the apartment prices in Vinh 
city, Vietnam with 480 apartments in 11 projects. In particular, 
seven factors affecting apartment prices were considered as 
input and the apartment price as the output of the GBRT model. 
The following conclusions were drawn: 

 The GBRT model forecasts the apartment prices accurately 
with R2 for training data and test data being 0.9963, 0.9977, 
respectively. The RMSE and a20-index of the training and 
test data sets are (0.2607, 1.0) and (0.300, 1.0), respectively. 

 The influence of the considered factors on the predicted 
price was evaluated. The number of bedrooms/restrooms is 
the most influential parameter, followed by apartment class, 
whereas the development potential does not seem to affect 
the apartment price. 

 A convenient graphical user interface was developed to 
simplify the calculation of apartment prices. 
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