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ABSTRACT 

Phishing attacks remain a significant cybersecurity threat in the digital landscape, leading to the 

development of defense mechanisms. This paper presents a thorough examination of Artificial Intelligence 

(AI)-based ensemble methods for detecting phishing attacks, including websites, emails, and SMS. 

Through the screening of research articles published between 2019 and 2023, 37 relevant studies were 

identified and analyzed. Key findings highlight the prevalence of ensemble methods such as AdaBoost, 

Bagging, and Gradient Boosting in phishing attack detection models. Adaboost emerged as the most used 

method for website phishing detection, while Stacking and Adaboost were prominent choices for email 

phishing detection. The majority-voting ensemble method was frequently employed in SMS phishing 

detection models. The performance evaluation of these ensemble methods involves metrics, such as 

accuracy, ROC-AUC, and F-score, underscoring their effectiveness in mitigating phishing threats. This 

study also underscores the availability of credible open-access datasets for the progressive development 

and benchmarking of phishing attack detection models. The findings of this study suggest the development 

of new and optimized ensemble methods for phishing attack detection. 

Keywords-artificial intelligence; phishing attack detection; AdaBoost; bagging; gradient boosting 

I. INTRODUCTION  

The Internet and digital devices are crucial aspects of 
modern society, as they define individuals, companies, and 
government institutions' communication and interactions [1-2]. 
Active Internet users, approximately 4.66 billion people - about 
half of the world's population [3], depend on the digital world 
for communication, interaction, earning, and making purchases 
[4]. Following the 2019 pandemic [5], most organizations and 
government institutions transitioned or accelerated their digital 
platforms to maintain essential services and product offerings 
[6]. The mass adoption of digital platforms by various 
stakeholders brought tremendous benefits and vulnerabilities. 

With the expansion of the digital landscape in modern society, 
sophisticated threats and attacks are on the rise, with phishing 
attacks being a prevalent and expensive vulnerability attack [7]. 

Phishing attacks are a menace to the modern digital world 
and a major cybersecurity threat [8-11]. Phishing attacks 
account for approximately 90% of data breaches and have 
become increasingly rampant in recent years, posing quite a 
huge threat to digital platform stakeholders [6, 12]. Phishing 
attacks are executed adopting deceptive tactics to trick targets 
into divulging sensitive information (e.g., login credentials or 
credit card information) or performing actions (e.g., 
downloading malware or visiting virus-infected websites) that 
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compromise the security of digital systems [13-14]. From spam 
or deceptive emails that impersonate trusted entities to 
personalized spear-phishing attacks that exploit specific 
individuals or organizations, the dangers of phishing attacks 
cannot be overemphasized. The effect of phishing attacks 
ranges from substantial financial loss and compromised 
infrastructure to loss of trust in digital communication channels 
[8, 12, 13, 15]. Therefore, it becomes imperative to develop 
and implement defenses against such malicious cybersecurity 
attacks. 

To defend the modern digital society against various 
phishing attacks, countermeasures are constantly being 
developed to address the latter’s multifaceted nature. 
Traditional security methods and tools to detect phishing 
websites, Short Message Service (SMS), and emails, such as 
blacklist, antivirus and antimalware software, and filter rules, 
are often inadequate, as attackers continuously devise new 
tactics to evade detection [3, 7, 9, 16, 17]. This led to the need 
for more sophisticated and effective methods and tools for 
detecting dynamic and zero-day phishing attacks. The advent 
of AI-based approaches to phishing attack detection has shown 
promise in this area better than that of the traditional methods 
[7, 8, 13]. Specifically, AI-based solutions analyze a wide 
range of data sources, including network traffic, email or SMS 
content, and even user behavior, to identify phishing attack 
patterns and anomalies. Several studies have explored the use 
of various AI techniques, ranging from machine learning, 
ensemble learning, deep learning, and natural language 
processing, to spot phishing attacks. Some AI techniques 
showed better results than others, which may also be due to the 
data, leaving room for improvements. Therefore, this study 
aims to complete a comprehensive survey that identifies AI-
based ensemble methods to detect three forms of phishing 
attacks, website, email, and SMS. 

This study significantly contributes to the knowledge of the 
field through the identification of credible and accessible 
datasets to develop three types of phishing attack detection 
models (i.e., website, email, and SMS), a survey of AI-based 
ensemble algorithms used to detect various phishing attacks, 
and a summary of the performance of AI-ensemble-based 
phishing attack detection models. 

II. METHODS AND MATERIALS 

This study focused on investigating AI ensemble methods 
for detecting phishing attacks and the variables for 
characterizing them. To complete this survey, various steps 
proposed in [18-21] were followed. These steps include (a) 
research question formulation, (b) inclusion and exclusion 
eligibility criteria setting, (c) information source and search 
strategy formulation, and (d) selection of studies. 

A. Research Questions 

This study utilized the Population, Intervention, Context, 
and Outcome (PICO) framework to formulate the right 
research questions. Table I provides the criteria for formulating 
the research questions. The following research questions were 
formulated: 

Q1: What open and credible datasets are available for 
phishing attack detection? 

Q2: Which AI-based ensemble methods are used for the 
detection of various phishing attacks? 

Q3: What are the results and accuracies of these phishing 
attack detection models? 

TABLE I.  CRITERIA FOR RESEARCH QUESTIONS 

PICO criteria Description 

Population Phishing website, email, and SMS attacks 
Intervention AI ensemble learning algorithms 

Context Phishing attack detection 

Outcome 
Available open and credible datasets, phishing 

detection AI ensemble-based models, and model 
performance (metrics) 

 

B. Eligibility Criteria 

This survey included studies that (a) were published within 
the period 2019-2023, (b) from both academic journals and 
conference proceedings, (c) written in English, and (d) utilized 
AI meta or ensemble methods for website, email, and SMS 
phishing attack detection. More so, studies that (a) were 
published as a survey, systematic, scoping, narrative, 
traditional, or conceptual review, (b) used other AI methods, 
such as traditional machine learning and deep learning, (c) did 
not complete an experimental or empirical analysis, and (d) 
were not written in English were excluded. 

C. Information Source and Search Strategy 

To carry out a comprehensive survey to provide answers to 
the research questions, a search string was formulated 
containing combinations of different terms of keywords that 
encapsulate the objective of this survey. The search string 
contained "phishing" OR "phishing attack" OR "phishing 
website" OR "email phishing" OR "SMS phishing" OR 
"smishing" AND "prediction" OR "detection" AND "meta-
algorithm" OR "ensemble methods". The search string was 
used by different combinations on five online repositories, 
namely ScienceDirect, IEEE Xplore, Springer, ACM Digital 
Library, and Google Scholar. Existing works published in these 
repositories since 2019 were identified. 

D. Study Selection 

The screening and selection process consisted of two 
stages. Initially, studies were evaluated based on the relevance 
of their titles and abstracts according to the eligibility criteria. 
Subsequently, a full-text assessment was performed to select 
the studies. In cases of uncertainty, a full-text evaluation was 
applied. Any disagreements among co-authors were resolved 
through consensus. Additionally, the EndNote X20 software 
was used to eliminate duplicates and organize all citations. 
Initially, 947 papers were identified. After the removal of 
duplicates, 549 papers remained. Subsequently, four hundred 
of them were excluded based on title and abstract screening. 
The full text of the remaining 82 articles was thoroughly 
evaluated. Among these, 45 did not meet the inclusion and 
exclusion criteria. Consequently, 37 studies were selected for 
this review. Figure 1 illustrates the screening and selection 
procedures. 
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Fig. 1.  Flowchart of article screening and selection. 

III. RESULTS AND DISCUSSION 

A. Included Studies’ Characteristics 

There has been a notable increase in the number of articles 
in recent years, suggesting a growing interest among scholars 
in using ensemble machine learning methods to detect various 
forms of phishing attacks. Figure 2 depicts this trend, with most 
of the articles included published between 2022 (n=13, 33.3%) 
and 2023 (n=11, 28%).  

 

 
Fig. 2.  Yearly distribution of published studies. 

 
Fig. 3.  Authors' country distribution. 

Based on the first author's affiliation country, most of the 
studies originated in India (n = 14, 37.8%), the Kingdom of 
Saudi Arabia (n = 6, 16.2%), and Bangladesh (n = 4, 10.8%). 
In contrast, other countries contributed between 1 and 2 articles 
each (Figure 3). As observed in Figure 4, the included studies 
are mainly based on website phishing detection (n = 25, 67.6%) 

[22-46], while email (n = 6, 16.2%) [47-52], and SMS phishing 
(n = 6, 16.2%) [53-58] detection had the same distribution. 

 

 
Fig. 4.  Distribution of phishing attacks across published works. 

B. Datasets for Phishing Attack Detection 

For each type of phishing attack, various datasets were 
identified and employed in studies to complete the 
experimental analysis. The subsections below discuss the 
datasets used per attack. 

1) Phishing Website Detection 

The studies [22-46] utilized one or more phishing website 
datasets to develop ensemble-based models for website 
phishing detection. A website phishing dataset published in 
2015 in the UC Irvine (UCI) machine learning repository (UCI 
2015) [59] is the most deployed dataset, as 19 studies used it 
[22-27, 29-32, 34-36, 38-41, 45, 46]. The data consist of 
11,055 instances, 6,157 legitimate and 4,898 phishing websites. 
30 features characterize each instance along with one label 
feature. Another website phishing dataset, published in 2016 in 
the UCI machine learning repository [60] (UCI 2016), was 
applied in two studies [23, 25]. UCI 2016 contains 1,353 
instances, 548 legitimate, 702 phishing, and 103 suspicious 
websites, characterized by 10 features. 

Three other datasets [61-63] were used by other studies to 
develop ensemble-based phishing website detection models 
hosted at the Mendeley Data repository. One of the datasets, 
Mendeley 2018 [61], had 48 features and 10,000 (5,000 
legitimate and phishing website) instances and was 
implemented in three studies [25, 29, 42]. The second dataset, 
Mendeley 2020 [54], has 111 features and is presented in two 
variants: "Mendeley 2020 Small" consisting of 58,645 (27,998 
legitimate and 30,647 phishing) instances, and "Mendeley 2020 
Full" consisting of 88,647 (58,000 legitimate and 30,647 
phishing) instances. One study employed the Mendeley 2020 
Small dataset [36], whereas four studies used the Mendeley 
2020 Full dataset [28, 36, 43, 44]. There is another website 
phishing dataset, Mendeley 2021, utilized in [33], consisting of 
a total of 11,430 (50% legitimate and 50% phishing) website 
instances characterized by 87 features. 

In [37] a dataset of 247,064 (149,991 legitimate and 97,073 
phishing websites) was presented. Other examples include the 
study in [33] that curated data with 100,000 instances of 
legitimate and phishing websites characterized by 21 features, 
from PhishTank and OpenPhish for phishing websites and from 
Moz and the Canadian Institute of Cybersecurity for legitimate 
websites. 
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2) Phishing Email Detection 

Six ensemble-based method studies [47-52] put into service 
one or more datasets to develop email phishing detection 
models. In [47], the Enrol1 dataset, accessed through the 
Kaggle online repository, was used. The dataset contained 
5,975 emails, however, it is no longer accessible in the Kaggle 
URL cited in [47]. Studies [48, 49] implemented the UCI 
SpamBase dataset [64] that contained already extracted 
features from email content. The dataset consists of 4,601 
emails characterized by 57 features already processed for 
phishing detection modeling. 2,788 instances are ham and 
1,813 instances are spam. The HELPHED dataset employed in 
[49-50] consists of a hybrid feature set of 271 features (18 
content-based and 253 text-based extracted by the Word2Vec 
method). The data comprise existing email spam datasets, such 
as the Enron corpus, SpamAssassin Public Corpus, the Nazario 
Phishing Corpus, and authors' mailboxes. The HELPHED 
dataset consists of 3,460 phishing and 32,051 benign emails 
from the period 2015-2021. In [51], the Enrol-spam dataset 
[65] was combined with a sample from the SpamAssassin 
dataset [66] into a single dataset. 6,047 SpamAssassin and 
7,582 Enron-spam emails were merged into a total of 13,629 
email messages. Content-based features were extracted from 
the email corpus through tokenization of emails, and all emails 
were transformed into vectors of tokens following the Term-
Frequency-Inverse Document Frequency (TF-IDF) method. 

3) Phishing SMS Detection 

The studies [53-58] developed ensemble-based models to 
detect SMS phishing attacks using SMS-based messages. In 
[45], an SMS spam dataset containing 6000 instances, with 
1000 spam and 5000 ham messages, was utilized. The methods 
for collection and preprocessing were not mentioned. In [57], 
Bengali text SMS messages were collected from phones and 
manually labeled spam or ham. The SMS messages were 

between 2020 and 2022, and about 250 of them were labeled 
ham, and about 300 were labeled spam. In [57], the TF-IDF 
count vectorizer (based on the bag-of-words approach) and N-
gram methods were engaged for feature extraction and 
representation of SMS messages in a numerical structure, 
following the translation of Bengali text into English. 

In [54-56], SMS phishing attack detection models were 
developed deploying the SMS spam collection dataset [67]. 
This dataset consists of 747 spam and 4,827 ham messages, a 
total of 5,574 SMS messages. In [54], features were extracted 
from the dataset adopting four techniques: GPT-3, TF-IDF, 
Word embedding, and BERT-based embedding. In [55], 
features from the SMS messages were extracted using the bag-
of-words and TF-IDF techniques. In [44], the TF-IDF 
technique was utilized to extract features, adding the length of 
each SMS message as an additional feature. In [58], two SMS 
datasets were applied for model development. The first dataset 
was the SMS spam collection data, and the second dataset was 
the ExAIS_SMS [68]. The ExAIS_SMS data consists of 2,453 
spam and 1,967 ham SMS messages, having a total of 4,420 
SMS messages. The TF-IDF technique was implemented for 
feature extraction. 

C. AI-based Ensemble Methods for Detecting Phishing 
Attacks 

1) Phishing Website Detection 

Fifteen ensemble methods, Voting, AdaBoost, Bagging, 
Gradient Boosting, Extra Trees, XGBoost, Multi-boost 
adaptive boost, Proposed Optimized Bagging Classifier, Light 
Gradient Boosting Machine (LightGBM), Random Forest, 
Stacking, Weighted Voting, Weighted soft voting, Histogram-
Based Gradient Boosting, and Category Boosting, were used 
across the reviewed studies to develop phishing website 
detection models. 

 

 
Fig. 5.  Ensemble methods for phishing website detection. 
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The Adaboost ensemble algorithm was deployed in 11 
studies [23-26, 29, 30, 34, 35, 38, 41, 43] for website phishing 
detection models and was the most popular ensemble method 
among others. Bagging-based ensemble phishing website 
detection models were employed in nine studies [23-26, 29, 32, 
35, 37, 40], the Stacking ensemble method was addopted in 
eight studies [32, 35-37, 40, 42, 45], the Random Forest 
algorithm was applied in six studies [29, 30, 38, 39, 44, 46], 
and the Gradient Boosting algorithm was also used in six 
studies [24, 29, 35, 39, 43-44]. Other ensemble-based phishing 
website detection models were developed utilizing XGBoost 
[24, 27, 29, 31], LightGBM [29, 44], Voting [22, 24, 40], 
Category Boosting [43, 46], Extra Trees [24], Multi-boost 
Adaptive Boost [17], weighted Voting [33], weighted Soft-
Voting [34], Histogram-based Gradient Boosting [44], and a 
customized optimized Bagging ensemble method [28]. 

2) Phishing Email Detection 

From the reviewed studies, six ensemble methods, namely 
Soft voting, Stacking, Random Forest, AdaBoost, Gradient 
Boosting, Bagging, and Majority Voting, were utilized for 
email phishing detection models in various studies, as 
displayed in Figure 6. Both Adaboost and Stacking were the 
most employed ensemble methods. The AdaBoost ensemble 
method was used in three studies [47, 48, 52], and the Stacking 
ensemble method was deployed in three other studies [49-51]. 
The Majority-Voting ensemble was used in [47, 48], the Soft-
Voting ensemble was implemented in [49, 50], the Bagging 
ensemble was put into service in [48], and both the Random 
Forest and Gradient Boosting ensemble methods were followed 
in [47]. 

 

 
Fig. 6.  Ensemble methods for phishing email detection. 

3) Phishing SMS Detection 

Nine existing ensemble methods were utilized for SMS 
phishing detection models by various studies. These ensemble 
methods are Weighted Voting [54], Majority Voting [53, 55], 
Random Forest [56], Gradient Boosting [56], Extra Trees [56], 
Bagging [57], Adaboost [57], XGBoost [57], and Stacking 
[57]. A newly proposed and developed ensemble method, 
which is based on a Custom Aggregation equation, was 
identified [50]. Among all ten ensemble methods, the Majority 
Vote ensemble is the most popular method for SMS phishing 
detection, as noticed in Figure 7. 

 
Fig. 7.  Ensemble methods for phishing SMS detection. 

D. Performance of Ensemble Methods for Phishing Attack 
Detection 

For each type of phishing attack, the performance of the 
ensemble-based phishing attack models was identified. The 
following subsections discuss the methods used, per attack 
type. The performance of most ensemble-based models was 
evaluated utilizing Accuracy, Receiver Operator Characteristic 
- Area Under Curve (ROC-AUC), F-score, Recall, and 
Precision [69-70]. 

1) Phishing Website Detection 

Based on the UCI 2016 dataset, Adaboost models achieved 
a maximum Accuracy of 89.73% (Logistic model tree base 
learner) [23] and a minimum Accuracy of 89.06% (Naive 
Bayes Tree base learner) [25]. Adaboost ensemble models, 
based on the UCI 2015 dataset, attained 97.42% (Logistic 
model tree base learner) [23] and 97.09% (Best-First Tree base 
learner) Accuracy [25, 70, 71]. The Decision Tree-based 
learner obtained 94.21% [24] and 94.3% [38] Accuracy among 
others. Bagging ensemble-based models for detecting phishing 
websites using the UCI 2015 dataset [23-26, 29, 32, 35, 37, 
40], achieved a maximum Accuracy of 98.78%, 98% Precision, 
F-score and Recall of 99%, and 99.6% ROC-AUC. 

Voting ensemble models for detecting phishing websites 
based on the UCI 2015 dataset attained a maximum Accuracy 
of 97.33% by assembling Random Forest and K-Nearest 
Neighbor algorithms [22]. However, the voting ensemble 
model of an Artificial Neural Network and Random Forest 
algorithms [22] had the highest ROC-AUC of 99.7%, 
maximum F-score of 97.6%, 98.3% Recall, and 97% Precision. 
Additionally, the Voting ensemble method obtained 97.15% 
Accuracy, 97% F-score, 98% Recall, and 97% Precision in 
[24], and 81.26% Accuracy, and 81.26% Recall in [40]. 

Other ensemble-based models for website phishing 
detection deploying the UCI 2015 dataset, such as Random 
Forest ensemble-based models [29, 30, 38, 39, 46], reached a 
maximum Accuracy of 97.47%. The Weighted Soft Voting 
ensemble-based model [34] attained a 95% F-score, Recall, and 
Precision. LightGBM ensemble-based models [29, 46] 
achieved a maximum Accuracy of 96.42%, and 95.30% F-
score, Recall, and Precision. Stacking ensemble-based models 
[32, 35, 36, 40, 41, 45], accomplished a maximum Accuracy of 
97.5% and an F-score of 96.54%. The Category Boosting 
ensemble model obtained 95.9% accuracy [46]. XGBoost 
ensemble-based models [24, 27, 29, 31] achieved a maximum 
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Accuracy of 99.18%, 99% ROC-AUC, 100% Recall, and 97% 
Precision. 

The stacking ensemble model [36], using the Mendeley 
2020 small dataset, achieved 96.5% Accuracy, 96.33% F-score, 
96.25% Recall, and 96.42% Precision. Based on the Mendeley 
2020 full dataset, the Adaboost ensemble method and the 
Gradient Boosting ensemble [43, 44] obtained a maximum 
accuracy of 99% and 98% ROC-AUC. The Category-Boosting 
ensemble-based model [43] on the same data attained 98% 
Accuracy and 96% ROC-AUC, while the Histogram-Based 
Gradient Boosting [44] model reached 96.54% Accuracy, 
95.17% F-score, and 94.93% Recall and Precision. Based on 
the Mendeley 2021 dataset [42], Category boosting, Gradient 
boosting, Random Forest, Meta-category boosting and Hard 
Vote ensemble models achieved 97.36%, 97.27%, 96.37%, 
97.18%, and 97.34% Accuracy, respectively. 

2) Phishing Email Detection 

Adaboost ensemble-based models for detecting phishing 
emails [48, 52] using the UCI Spambase dataset [64] 
accomplished a maximum accuracy of 94.41%. The majority 
voting ensemble model of Multilayered Perceptron, Naive 
Bayes, and Random Forest base learners [47] employing the 
Enrol1 dataset reached a maximum Accuracy of 97.25%, while 
the majority voting ensemble of Multinomial Naive Bayes, 
Support Vector Machine, and Random Forest base learners 
[48] deploying the UCI Spambase dataset achieved 98.5% 
Accuracy, 0.98 ROC-AUC, 98% F-score and Recall, and 97% 
Precision. 

Stacking ensemble-based models fitted on the HELPHED 
dataset [65] obtained 99.09% Accuracy based on Decision Tree 
and Support Vector Machine base learners [41] and 99.07% 

Accuracy based on Decision Tree and k-Nearest Neighbor base 
learners [50]. Similarly, the Stacking ensemble model, fitted on 
the combined SpamAssassin [66] and EnronSpam [65] datasets 
and based on Logistic Regression as a meta-learner and 
Decision Tree, Gaussian Naive Bayes, k-Nearest Neighbor, and 
Adaboost base learners attained a 98.8% Accuracy. The 
Softing voting ensemble model reached 99.43% Accuracy, 
97.14% ROC-AUC, 99.43% Precision and Recall, and 99.42% 
F-score [50]. The soft voting ensemble achieved 99.32% 
Accuracy, 97.02% ROC-AUC, and 99.32% F-score [49]. 

3) Phishing SMS Detection 

The majority voting ensemble of MultiLayered Perceptron, 
Logistic regression, and Multinomial Naive Bayes base 
learners [40], via 10-fold cross-validation, resulted in a 
maximum Accuracy of 98.75%, Recall of 91.9%, and Precision 
of 100%. Meanwhile, the majority voting ensemble of 
Multinomial Naive Bayes, Logistic Regression, Support Vector 
Machine, Nearest Centroid, Extreme Gradient Boosting, K-
Nearest Neighbor, and Perceptron base learners resulted in 
maximum accuracy of 98.11% and 98.91%. In [56], Random 
Forest, Gradient Boosting, and Extra Tree ensemble algorithms 
achieved 98.2%, 98.7%, and 98.2% accuracy and 93.2%, 95%, 
and 93.2% F-score, respectively. SMS phishing detection 
models based on Bagging, AdaBoost, XGBoost, and Stacking 
attained 75.8%, 79.76%, 83.87%, and 82.65% Accuracy, 
correspondingly [57]. The weighted-voting ensemble of 
Support Vector Machine, K-Nearest Neighbor, LightGBM, and 
Convolutional Neural Network reached 99.91% Accuracy [54], 
and a custom aggregation ensemble of Random Forest and 
Logistic Regression algorithms achieved 98.06% Accuracy 
[58]. 

TABLE II.  TOP PERFORMING PHISHING ATTACK DETECTION MODELS DEVELOPED PER ATTACK PER DATASET 

Attack 

Type 

Study 

ref. 
Dataset 

Number of 

studies that 

used it 

Ensemble 

Method 
Base Learner Accuracy ROC 

Year 

published 

Website 

[24] UCI_2015 19 Bagging  Decision Tree 98.64% Not reported 2022 

[25] UCI_2016 2 Bagging Naive Bayes Trees 90.61% 97.50% 2022 

[36] 
Mendeley 

2018 
3 Stacking 

XGBoost, Logistic Regression, Random Forest, 
Multi Layer Perceptron, and K-Nearest Neighbor 

98.90% Not reported 2022 

[43] 
Mendeley 

2020 (Full) 
5 Adaboost Decision Tree 99% 99 2022 

Email 

[49] HELPED 2 Soft voting Decision Tree and Support Vector Machine 99.43% Not reported 2023 

[48] 
UCI 

Spambase 
Dataset 

2 
Majority 
Voting 

Multinomial Naive Bayes, Support Vector 
Machine, Random Forest 

98.5 98 2019 

SMS [54] 
SMS Spam 
Collection 

Dataset 
3 

Weighted 
Voting 

Support Vector Machine, K-Nearest Neighbor, 
Light Gradient Boosting Machine, Convolutional 

Neural Network 
99.91 Not reported 2023 

 

IV. CONCLUSIONS 

This study focused on the survey of AI-based ensemble 
methods used in the development of three phishing attack 
detection models (i.e., website, email, and SMS), within the 
2019-2023 period. Through the review of relevant studies, 
seventeen (17) ensemble methods were identified: AdaBoost, 
Bagging, Gradient Boosting, Extra Trees, XGBoost, Multi-

Boost Adaptive Boost, Proposed Optimized Bagging Classifier, 
LightGBM, Stacking, Weighted Voting, Weighted soft voting, 
Histogram-Based Gradient Boosting, Category Boosting, 
Random Forest, Majority Voting, Soft-Voting, and a custom 
Aggregation Method. Some studies developed new ensemble 
methods, while others optimized the existing ones. Table II 
presents a summary of the top-performing detection models per 
phishing attack per dataset. 
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Large, credible, and open-access datasets are available for 
developing and testing various phishing attack detection 
models. The data are available in Mendeley and UCI online 
repositories. Additionally, other repositories (e.g., PhishTank 
and the Canadian Institute of Cybersecurity) provide sources 
for obtaining both phishing and legitimate websites. Kaggle 
and GitHub also host some phishing data, specifically for SMS 
phishing. The Adaboost ensemble algorithm is the most 
popular among others for website phishing detection models. 
Both Stacking and Adaboost ensemble methods are popular for 
developing email phishing detection models. The Majority 
Voting ensemble methods are commonly used to develop SMS 
phishing detection models. The performance of AI-based 
ensemble methods for phishing attack detection is evaluated 
using Accuracy, ROC-AUC, F-score, Recall, and Precision. 
These performance metrics and open-access phishing datasets 
are available to benchmark various ensemble method phishing 
attack detection models. It is recommended that new AI-based 
ensemble methods should be developed to efficiently and 
effectively detect various forms of phishing attacks. 
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