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ABSTRACT 

The present study developed a Detection Android cybercrime Model (DACM), deploying the design science 

approach to detect different Android-related cybercrimes. The developed model consists of five stages: 

problem identification and data collection, data preprocessing and feature extraction, model selection and 

training, model evaluation and validation, and model deployment and monitoring. Compared to the 
existing cybercrime detection models on the Android, the developed DACM is comprehensive and covers 

all the existing detection phases. It provides a robust and effective way to spot cybercrime in the Android 

ecosystem by following Machine Learning (ML) technology. The model covers all the detection stages that 

are normally included in similar models, so it provides an integrated and holistic approach to combating 

cybercrime.  

Keywords-detection model; machine learning; android system; design science approach 

I. INTRODUCTION  

More and more mobile devices become connected to each 
other through the Internet every day, and their processes are 
becoming more complex and varied [1]. With technology going 
forward continuously, people’s daily activities shift from the 
physical to the cyber world. Life is made easier by this 
transformation, but it also brings a major disadvantage: 
security. Owing to the unspecified structure of the Internet, 
cybercriminals can easily hide in the cyber world. Due to their 
widespread usage, mobile devices are not only a major target of 
these attackers, but also their local area networks and 
individual end users. By deploying malicious websites and 
programs, attackers attempt to exploit the weaknesses of the 
network or the human user. According to McAfee Labs report 
on 2020 first-quarter threats, 98% of attackers target Android 
devices [2]. 

Android-based detection and classification tools have a 
wide range of threats, which demands malware analysis 
techniques that can effectively detect and classify the latter [3]. 
Malware programs are harmful computer programs, such as 
worms, backdoors, viruses, spyware, and Trojan horses, which 
are designed to damage the computer in different ways. Several 
malware-based attack techniques have been developed to send 
private information and attack systems (specifically on Android 
platforms) without the victim's knowledge. The best way to 
detect these attacks would be to conduct static and dynamic 
analyses. Figure 1 displays the malware distribution over the 
past five years [4]. 

Detection systems in static analysis generally focus on the 
assets of the software since they investigate both its 

implementation and its source code and identify possible 
threats. The signature of the attack will be examined in this 
analysis, as well as the permissions used by the bytecode 
targeted by the attack. This type of detection mechanism 
suffers from a major limitation in that it does not detect zero-
day attacks, which have never been seen before by the network 
[5]. The most effective way of pinpointing this type of malware 
is dynamic analysis. Dynamic models tend to define the normal 
behaviors of a system by educating with earlier data transfers 
or permission requests that correspond to the previous normal 
behaviors of the system. To catch abnormal behaviors, the 
system then attempts to identify them by pinpointing their 
suspicious requests and block them. 

Moreover, according to [6], malware, ransomware, 
phishing, zero-day attacks, and Denial-of-Service (DoS) are 
some of the most common attacks, as illustrated in Figure 2. 
Several factors might play a crucial role in the high frequency 
of these attacks, but one of the most basic reasons is that the 
defense measures have not been perfected to such an extent to 
prevent them [7]. Many of today's detection strategies require 
manual investigation by analysts to detect advanced threats, 
malicious users’ behaviors, and other dangerous behaviors for 
the detection of these threats [8]. ML, over the course of its 
development, has proven to be more competent than human 
intelligence at recognizing and predicting specific patterns. As 
a result of the highly dynamic, sophisticated network systems 
that fail to meet security requirements, security decisions, and 
policy changes that could affect the whole system have been 
made. ML technology and intelligent decision-making 
capabilities have permitted the automation of the decision 
making process. 
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Fig. 1.  Malware distribution over the past five years. 

 
Fig. 2.  Common cyberattacks. 

The concept of automatic learning and experience 
upgrading is referred to as Machine Learning (ML). ML can 
enhance the decision-making process [9]. In recent years, 
machines have been implemented to perform tasks, such as 
sentiment analysis, pattern recognition, malware detection, and 
network intrusions detection [10-12]. Classes of ML algorithms 
are supervised, unsupervised, semi-supervised, and 
reinforcement ML algorithms. In supervised ML, the things 
learned prior to the new data are turned into labels in order to 
predict upcoming events. As a result, inferred functions can be 
engaged to predict what outcomes will be generated from the 
training dataset after analysis. In addition, these algorithms can 
compare the existing output with the intended output and adjust 
the model accordingly. Unsupervised ML algorithms, on the 
other hand, do not train the information using either 
classifications or labels. They study how unlabeled data can be 
used to infer the function associated with a hidden structure. 
Furthermore, the system identifies unlabeled data hidden 
structures while interpreting inferences drawn from datasets to 
express them. Semi-supervised ML algorithms apply labels and 
unlabeled data to train the model. In other words, they stand 
somewhere in between supervised and unsupervised algorithms 
and combine the best features of both. Finally, reinforcement 
ML algorithms interact with their environment. As a 
consequence, machines and software agents can involuntarily 

determine the optimal behaviors in a specific context to 
maximize their performance without being aware of it. 

This study proposes a Detection Android cybercrime Model 
(DACM) deploying ML. The proposed model consists of five 
main stages: problem identification and data collection, data 
preprocessing and feature extraction, model selection and 
training, model evaluation and validation, and model 
deployment and monitoring. Each stage has several steps that 
should be taken into action to detect cybercrimes in the 
Android systems. The design science approach is followed in 
this study to develop the detection model. This approach 
provides a systematic framework for designing and developing 
effective detection models [7, 14, 15]. 

II. RELATED WORKS 

This section reviews the existing studies conducted on ML-
based malware detection in Android systems over the past few 
years, which will help develop future models applicable to this 
domain. In [16], the malware in question was detected adopting 
the standard Artificial Neural Network (ANN) structure that 
was applied to the classification just before installing the 
application using the classification algorithm. Authors in [17] 
examined the data collected from several different systems and 
networks to identify potential security problems and 
vulnerabilities. Then thery trained an intrusion detection system 
by combining ML algorithms, known attack styles, and data 
from a server-based attack method.  

Several efforts have been proposed to examine 
cybercrimes. These contain database schemes, mechanization, 
cyberbullying prevention, wireless webs, cloud protection, 
intelligent IoT drone area, mobile zone, and health area [18-
36]. As a part of fraud detection, companies and organizations 
monitor users' patterns to identify, spot, and prevent fraudulent 
activity. Authors in [37] evaluated the CICID2017 dataset. 
Numerous files were merged to identify many types of dual 
classification incidents under the same name from a dataset that 
included numerous classifications.  Authors in [38] developed a 
new Android malware dataset, called CICAndMal2017, 
utilizing genuine smartphones. They showed that 80 types of 
traffic could be detected, and malicious families could be 
classified employing traffic analysis. According to [39], the 
Long Short-Term Memory (LSTM) based on static and 
dynamic features can be implemented to detect Android 
malware. In [3], an algorithm was developed for detecting 
malware based on factorization. The data utilized in this study 
were derived from the DREBIN and AMD databases. The 
evaluations performed demonstrated that the proposed method 
achieved detection results with 100% precision. Authors in [40] 
constructed a permission-based model for security and privacy. 
The model was aimed at determining whether some mobile 
applications can use spare permissions for suspicious activities 
even when they do not need them. In [41], the architecture of 
inter-process communication was proposed as a feature to 
detect Android malware. The architecture of the system 
consists of three modules: Android application framework, 
detector, and utilizer interface. In [42], MobiDroid, which can 
be deployed to detect malware on Android devices, was 
developed. MobiDroid provides a deep learning-based, real-
time, safe, and fast response environment that is established on 
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Deep Learning (DL). Authors in [43] introduced a framework 
that engages supervised ML models to distinct and classify 
Android ransomware apps from benign apps. Based on a static 
analysis of unknown ransomware apps, the proposed 
framework extracts novel features to detect them. To compare 
the computation time that ML models take to detect Android 
ransomware, the framework was implemented on GPUs and 
CPUs. An approach based on ML was presented in [44] to 
improve malware detection on Android platforms. In that 
study, datasets are pre-processed, features are engineered, 
model-building is completed, models are evaluated, and 
applications are performed. In [45], a novel DL approach was 
proposed concentrated on detecting first-time appearing 
malware efficiently by offering a higher level of performance 
than conventional methods. Authors in [46] proposed a novel 
approach to Android malware detection, which employs 
Sensitive Function Call Graphs (FCGs), called SeGDroid. 
Based on a multilevel architecture, in [47], a novel classifier 
fusion approach, called Droid Fusion, was introduced. This 
approach allows for an efficient combination of ML algorithms 
to increase accuracy. A base classifier is trained by Droid 
Fusion at a lower level, which then applies ranking-based 
algorithms to determine the predictive accuracy of the base 
classifiers at a higher level. This occurs for combination 
schemes to be generated and then be used to build a final 
classification model. According to [48], SVMs and Active 
Learning technologies can be adopted to detect Android 
malicious applications. The authors employed dynamic data 
extraction features and attached timestamps to some of them to 
enhance malware detection accuracy by following a novel 
time-dependent behavior-tracking method. Authors in [49] 
conducted a survey examining the use of ML methods for the 
malware analysis and claimed that ML is the most common 
technique used to analyze complex malware in literature. In 
[50], two approaches for analyzing Android malware statically 
based on ML were presented. An Android permission analysis 
approach was first deployed, while an Android source code 
analysis technique using a bag-of-words representation was 
also implemented. Authors in [51] combined heterogeneous 
classifiers putting into service static features extracted from 
6,863 app samples to develop a composite classification model. 
In [52], a research on the use of ML algorithms to detect 
Android malware was conducted. To produce the proposed ML 
Detection Model, different static features of applications were 
compared and analyzed. In [53], the authors studied the 
detection of Android malware using both static and dynamic 
off-device analysis. Features were extracted from manifest files 
and the code was disassembled. Among these high-dimensional 
features are permissions, file operations, intents, API calls, 
components, network statistics, phone events, packages, and 
serial numbers. 

III. METHODOLOGY  

This section describes the methodology employed in this 
study. The design science method [54] was followed to design 
the detection model for cybercrime in Android systems 
utilizing ML technology. Design science approaches focus on 
creating innovative products and solutions that meet market 
demands by integrating scientific knowledge and practical 
application. Design science processes are iterative, which 

makes them unique among other approaches [55]. The process 
of developing, implementing, and evaluating the solution is a 
continuous one, allowing for refinement and improvement as 
each step is completed. An iterative approach can produce a 
user-focused and well-designed solution. During design science 
sessions, the emphasis is placed on rigor, repeatability, and 
evidence. To ensure repeatability and reliability, scientific 
principles and methods are applied to the design process. 
Consequently, this scientific rigor ensures that solutions can be 
applied across contexts and to similar problems that share 
similar characteristics [55]. Figure 3 displays the methodology 
used in this study, which consists of two main stages: 

 

 

Fig. 3.  The methodology used in this study. 

1) Stage I: Planning and Addressing Domain Gaps 

This stage provides a detailed description of the domain, 
involving the research directions, limitations, advantages, and 
hot topics associated with the latter. To achieve these points, 
several tasks are required at this stage of the process: 

 Task1: Assigning popular search engines: The research 
databases assigned to this task are IEEE Xplore, Web of 
Science, Springer Link, ACM, Scopus, ScienceDirect, and 
Google Scholar. These databases are commonly utilized 
and known for their extensive collections of academic 
resources. They provide access to a wide range of academic 
resources, facilitating thorough research to be conducted 
and relevant and reliable information to be gathered. 

 Task2: Assigning search protocols: The author is 
responsible for assigning the search protocols to be utilized 
in research databases so that search behaviors can be 
governed by those protocols. A search protocol identifies 
the keywords, the language, and the date of publication. A 
few of the keywords employed in this study were "Malware 
Detection", "Android", and "Machine Learning". The 
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language of the study was set to English, and the 
publication dates to 2015–2024. 

 Task3: Assembling data from search engines: Based on the 
search protocols assigned in the previous task, the data were 
collected from the selected databases (see Table I). 

TABLE I.  DATA COLLECTED FROM EXISTING ML-BASED 
MALWARE DETECTION MODELS ON ANDROID. 

Year Ref Description 

2014 [47] Proposed a novel classifier fusion approach called Droid Fusion. 

2015 [53] 
Studied the detection of Android malware using both static and 

dynamic off-device analysis. 

2016 [53] 
Conducted research on the use of ML algorithms to detect 

Android malware. 

2017 [41] 
Proposed the architecture of inter-process communication as a 

feature to detect Android malware. 

2017 [50] 
Proposed two approaches for analyzing Android malware 

statically based on ML. 

2018 [38] 

Developed CICAndMal2017, which was the first Android 

malware dataset, using genuine smartphones and called it the 

CICAndMal dataset. 

2018 [39] 

Android malware detection employing LSTM by using static and 

dynamic features. Also, static analysis of Android malware was 

conducted 

2018 [51] 

Combined heterogeneous classifiers using static features 

extracted from 6,863 app samples to develop a composite 

classification model. 

2019 [16] 
Used a classification algorithm to detect malware deploying the 

standard ANN structure. 

2019 [17] 

Investigated data from multiple systems and networks to identify 

security vulnerabilities. They also combined ML algorithms with 

known attack techniques and data from server-based attacks to 

train the intrusion detection system. 

2019 [37] 

Merged several files to identify multiple types of incidents with 

two classifications under the same name in a dataset containing 

many classifications. 

2019 [3] 
Developed an algorithm for detecting malware based on 

factorization. 

2019 [40] Constructed a permission-based model for security and privacy. 

2019 [42] 
Developed MobiDroid that can be used to detect malware on 

Android devices. 

2019 [48] 
Applied SVMs and Active Learning technologies to detect 

Android malicious applications. 

2019 [49] Survey examining the use of ML methods for malware analysis. 

2020 [43] 

Developed a framework that uses supervised ML models to 

distinguish Android ransomware apps from benign apps and 

classify them.  

2021 [56] 

Described how ML models have been used to create intelligent 

solutions to curb cybercrime threats in the past decade. Using 

published materials from notable databases, an exploratory 

approach is adopted. 

2021 [57] 

Used forensic analysis and reverse engineering of Android 

ransomware to extract static features. Developed the novel 

Ransom Droid framework to address problems related to 

mislabeling historical targets and detecting unforeseen Android 

ransomware using clustering-based unsupervised ML techniques. 

2022 [58] 
Developed an algorithm for malware detection using ML and DL 

for Android combining static and dynamic analysis. 

2024 [44] 
Suggested an ML approach to improving malware detection on 

Android. 

2024 [45] 

Proposed a novel deep learning approach, with a focus on 

detecting first-time appearing malware effectively and efficiently 

by offering a higher level of performance than conventional 

methods for detecting malware. 

2024 [46] Presented SeGDroid which uses sensitive FCGs. 

 

As the literature review clarifies, one of the major 
limitations of the current Android cybercrime detection models 
is the lack of a comprehensive model that encompasses all the 
phases of the detection process. The current models often focus 
on only a small amount of the detection process, such as 
identifying malware samples or detecting abnormal activities, 
but they fail to capture the entire detection process. As a 
consequence, the system is unable to perform as effectively as 
it could. This weakness has encouraged the present study to 
develop a comprehensive detection model for Android 
cybercrimes. 

2) Stage II: Developing the Detection Android Cybercrime 

Model (DACM) 

At this stage, DACM was developed using the design 
science research method. The developed model consists of five 
stages as shown in Figure 4. 

 

 
Fig. 4.  The detection model for cybercrimes in Android using ML. 

 Stage 1: Problem Identification and Data Collection: This 
stage aims to identify the problems associated with 
cybercrime in Android systems and the solutions to those 
problems. This helps recognize the types of cybercrime that 
may have been perpetrated on these systems, including 
malware, phishing attacks, and unauthorized access. Once a 
problem is identified, the next step is to collect data that can 
be used to develop training and evaluation plans for the 
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problem. Besides collecting data from these malicious apps, 
the data could be also collected from the network traffic 
logs, the system logs, and other datasets that may be of 
assistance in the investigation process. 

 Stage 2: Data Preprocessing and Feature Extraction: To 
ensure the quality of the collected data and their 
compatibility with the ML algorithms, these data are pre-
processed. The type of preprocessing technique applied 
depends on what type of data are going to be used, e.g. data 
cleaning, noise removal, filling missing values, or 
normalization. Then, the relevant features in the data are 
extracted from the pre-processed data. This extraction can 
be performed by employing a variety of techniques, 
depending on the nature of the data, such as statistical 
analysis, text mining, or even image processing, based on 
the nature of the data.  

 Stage 3: Model Selection and Training: The next step is to 
pick an ML model suitable for the detection task. Data 
characteristics and the problem at hand must be considered 
when choosing a model. Several ML algorithms are utilized 
to detect cybercrimes, including decision trees, random 
forests, support vector machines, convolutional or recurrent 
neural networks, and DL. The selected model is then 
trained on the pre-processed data implementing a suitable 
training algorithm. 

 Stage 4: Model Evaluation and Validation: During this 
stage, the dataset is split into two sets, the training, and the 
testing datasets. The performance of a model can be 
assessed through numerous metrics, including accuracy, 
precision, recall, and the F1 score. When a model has 
performed well on a test set and on real data, it may be 
possible to consider deploying it. As a result, adjustments 
might be needed, such as fine-tuning the model or exploring 
different algorithms. 

 Stage 5: Model Deployment and Monitoring: In real-life 
scenarios, once a detection model is found effective and 
reliable, it can be deployed to detect and prevent 
cybercrime in Android systems in real-life situations that 
can be observed regularly. Models are either deployed as 
partσ of existing security systems or created from scratch to 
cover a particular set of requirements. To keep up with 
cyber threats, model performance must be continuously 
monitored and updated. 

IV. FINDINGS AND DISCUSSION  

Table III and Figure 4 compare the developed model with 
the existing malware and cybercrime detection models 
designed for Android. The comparison of the developed 
DACM with the existing cybercrime detection models on 
Android revealed that while the developed model has five 
stages, the existing models have a maximum of three stages. 
The problem identification and data collection stage has been 
covered in 7 studies [17, 37, 40, 42, 56, 57, 58], whereas the 
data preprocessing and feature extraction in six [3, 42, 48, 56, 
59]. The model selection and training and model evaluation 
and validation processes have been covered by eight and nine 
authors, respectively, as exhibited in Table II. Finally, the 
model deployment and monitoring has been covered by 12 
studies. The results disclose that the developed DACM is 
comprehensive and covers all of the existing detection models. 

V. CONCLUSION 

To detect different Android cybercrimes, this paper 
developed the Detection Android Cybercrime Model (DACM) 
using the design science approach. The developed DACM 
consists of five stages: problem identification and data 
collection, data preprocessing and feature extraction, model 
selection and training, model evaluation and validation, and 
model deployment and monitoring. In future research, 
experiments could be carried out to verify the effectiveness of 
the developed DACM. 

 

 
Fig. 5.  Comparison between the developed DACM and the existing cybercrimes detection models on Android. 
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TABLE II.  COMPARISON BETWEEN THE DEVELOPED DACM AND EXISTING CYBERCRIME DETECTION MODELS FOR ANDROID 

DACM (proposed) 
Existing Cybercrime Detection Models on Android 

[16] [17] [37] [38] [59] [39] [3] [13] [41] [40] [42] [48] [49] [43] [56] [57] [58] 

Problem Identification and Data Collection ✘ ✓ ✓ ✘ ✘ ✘ ✘ ✘ ✘ ✘ ✓ ✘ ✘ ✘ ✓ ✓ ✓ 

Data Preprocessing and Feature Extraction ✘ ✘ ✘ ✘ ✓ ✘ ✓ ✘ ✘ ✘ ✘ ✓ ✓ ✘ ✓ ✘ ✘ 

Model Selection and Training ✓ ✘ ✘ ✘ ✓ ✘ ✘ ✘ ✓ ✓ ✘ ✘ ✓ ✘ ✓ ✘ ✓ 

Model Evaluation and Validation ✓ ✓ ✘ ✘ ✓ ✓ ✘ ✓ ✘ ✓ ✓ ✘ ✘ ✓ ✘ ✓ ✘ 

Model Deployment and Monitoring ✓ ✓ ✓ ✓ ✘ ✓ ✓ ✓ ✓ ✓ ✓ ✘ ✓ ✘ ✘ ✓ ✘ 
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