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ABSTRACT 

In this paper, a method and fresh results associated with medical image segmentation of brain Magnetic 

Resonance Imaging (MRI) scans are presented. Gray-converted segmentation and Genetic Algorithm (GA) 

are utilized along with unsupervised k-means classification. The image segmentation employed indicates 

the tissue type or the anatomical structure of each pixel. The cluster centroid initialization is performed by 

GA. GA offers efficient search processes (selection, crossover, and mutation), suited to determine global 

optima regarding centroid problems. As a result, this research offers more accurate, reliable, and efficient 

image segmentation for MRI, by improving the k-means algorithm with GA. The results indicate that the 
accuracy obtained from the proposed method is at least 3.5% higher than the PSO algorithm in this 
matter. 
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I. INTRODUCTION 

The use of Magnetic Resonance Imaging (MRI) and 
Computed Tomography (CT) images has significantly 
benefited treatment planning, medical evaluations, and clinical 
research. MRI scans, known for their high precision, provide 
detailed three-dimensional information about the soft tissues 
within the human body. Unlike the X-ray imaging, MR images 
do not necessitate exposure to radiation during the scanning 
process. Consequently, MRI scans have gained increasing 
popularity [1]. A range of diagnostic techniques are utilized to 
ascertain the underlying cause of a patient's symptoms. These 
approaches may involve performing a biopsy [2-5] or utilizing 
various imaging methods, and conducting either a brain MRI or 
a CT scan. The accurate diagnosis of brain tumors is a 
significant challenge for medical science, with particular 
emphasis given on MR) due to the predominantly grayscale 
nature of the MRI images. MRI imaging, in contrast to other 
imaging techniques, offers high contrast value [6]. The 
dominant gray level problem often pertains to challenges 
associated with analyzing and interpreting grayscale intensity 

variations in MR images. The specific problem related to 
dominant gray levels in MR images is that they often exhibit 
various shades of gray representing different types of tissues, 
such as gray matter, white matter, cerebrospinal fluid, and 
lesions. The challenge lies in accurately differentiating between 
these tissues based on their dominant gray levels, which is 
crucial for diagnosis and treatment planning. In this paper, we 
specifically selected an axial view of a brain image from an 
MRI scan due to the lower risk associated with MRI scans 
compared to CT brain scans. 

Clustering entails the categorization of a set of objects into 
groups sharing similar traits, and it is widely deployed in 
diverse fields including statistics, machine learning, pattern 
recognition, data mining, and image processing .Clustering 
research is typically categorized into two main groups: 
hierarchical methods and partitioning methods [7]. There are 
several clustering techniques within these categories, including 
techniques like fuzzy C-means, hierarchical clustering, k-
means, spectral clustering, Gaussian mixture models, etc. This 
study specifically introduces the k-means method to address 
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certain limitations [8]. Essentially, the basic objective of any 
clustering algorithm is to find a global or even approximate 
optimum. Typically, the k-means criteria may lead 
convergence to a suboptimal region [9]. 

The k-means clustering algorithm is based on the 
optimization of the similarity scale between each cluster with 
the lowest value and the highest value for the values within the 
clusters. In other words, the k-means algorithm attempts to 
reduce the similarity among different clusters and increase the 
similarity within a cluster. The k-means clustering technique 
initializes k cluster centroids randomly. Through multiple 
iterations of the algorithm, data are assigned to specific clusters 
based on a criterion function, which aims to place similar data 
points within the same cluster and maintain a considerable 
separation between clusters. The k-means algorithm is a 
fundamental partitioning method in cluster analysis. However, 
it is sensitive to the initial positioning of the cluster centroids, 
and different initial centroids can yield notably diverse 
outcomes. Isolated data points also have a substantial impact on 
the algorithm. In this paper, the optimal value of k is optimized 
using the Genetic Algorithm (GA), which is considered one of 
the most efficient optimization algorithms [10]. The purpose of 
clustering is to enhance the probability of obtaining the global 
optimum within the solution area (exploration), yet 
guaranteeing sufficient pressure to acquire even better options 
from the current individuals (exploitation). Additionally, in 
sensible multimodal domain challenges, it is advisable to 
evaluate various global optima or some localized optima that 
could be suitable alternatives for the global optima. Standard 
GAs perform well on single optimization problems but do not 
provide multiple alternatives. By combining the strength of 
clustering evaluation and GA search, the proposed k-GA 
procedures permit the assessment of multimodal features [11-
13]. 

This paper aims to utilize GA to harness its adaptive search 
capabilities in order to identify the cluster centroids of k-
means. Additionally, it seeks to improve the k-means algorithm 
by incorporating the method proposed in [14] to address the 
impact of isolated data points. A GA is an adaptable global 
optimization search method that emulates the principle of 
survival of the fittest in a natural setting. Its core components 
include gene coding, fitness evaluations, population 
initialization, and the execution of evolutionary operations, 
namely selection, crossover, and mutation [15]. The effective 
use of a systematic chromosome selection method in the initial 
population enables the identification and capture of clusters 
with diverse shapes and sizes [16].  

Image segmentation is a fundamental process that involves 
categorizing pixels into meaningful image sections 
corresponding to the objects within the image. Various criteria, 
including gray value, texture, mobility, and shape, can be 
utilized to classify these regions as homogeneous entities [17]. 
Image segmentation is a crucial preliminary phase in image 
processing and has diverse applications in fields, such as 
medical imaging, satellite object detection, face recognition, 
traffic control systems, and machine vision [18]. Image 
segmentation methods can be broadly classified into two 
categories: region-based and edge-based. While edge-based 

techniques primarily focus on identifying edges, which may 
sometimes be fragmented or incomplete, region-based 
approaches rely on groups of pixels with similar characteristics, 
such as gray-level intensity information or color image 
components [19]. Segmentation involves dividing a single 
image into multiple sections, creating distinct sets of pixels 
from the same image. This process is essential for further 
analysis and the extraction of relevant information from an 
image. It is often referred to as a labeling procedure that 
assigns similar characteristics to each pixel in an image. This 
operation results in the creation of pixel clusters that share 
common properties. In the context of medical image 
processing, segmentation holds significant importance [20]. 
The k-means clustering technique is well-suited for image 
segmentation and is among the most frequently utilized 
segmentation methods. 

Head MRI employs a predominant magnetic domain, 
transmission waves, and a computer to generate an 
exceptionally detailed image of the brain, surpassing the level 
of clarity attained by alternative imaging techniques. In recent 
years, many researchers have adopted computer-assisted 
methods for image segmentation [8]. GAs have gained 
widespread application in addressing clustering challenges due 
to their advantages in seeking optimal solutions in data 
clustering tasks. In various data clustering scenarios, 
combining GAs with clustering techniques, such as k-means, 
yields more interpretable results than using a standalone 
clustering algorithm. The GKMC technique was initially 
developed to achieve a globally optimal partition in the field of 
pattern recognition, and it has demonstrated its ability to 
converge to an optimal solution [21]. 

The proposed solution performs MRI image segmentation 
and clustering applying k-means clustering with GA.  

II. THE PROPOSED METHOD 

In this paper, a method for segmenting brain tissues in MR 
images based on k-means objective function combined with 
GA is introduced. Distinct gray-level areas are used to express 
different forms of brain tissue (white matter-WM, gray matter-
GM, and cerebrospinal fluid-CSF). Gray-levels can be 
classified based on gray-value similarity, and gray-values 
classified into the same type are regarded to be the same tissue. 
Despite the fact that clustering algorithms have a disadvantage 
in accuracy due to their non-global optimal searching ability, 
they have been used in MR brain picture segmentation. 

Due to its relative ease of implementation and ability to 
scale well to very big datasets, k-means is one of the most 
common clustering methods, but it has certain drawbacks. It 
does not ensure that the global optimum clustering solution will 
be found. In fact, outliers and noisy data can make the 
algorithm quite sensitive: the quality of the final clustering can 
be greatly dependent on the location of the initial cluster 
centroids. To put it another way, k-means will frequently find a 
local rather than a global minimum. As a result, segmentation 
results are frequently locked in a local optimum. We employed 
an evolutionary method to enhance the accuracy and discover 
the ideal place for the initial cluster centroids. The GA is 
simple to implement, is suitable for noisy environments, and 
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may be utilized in distributed and parallel modes, as well as for 
multi-objective tasks. Figure 1 depicts the flowchart of the 
proposed method. 

 

 
Fig. 1.  Flowchart of the proposed method. 

III. STEPS OF THE PROPOSED METHOD 

The proposed method comprises six essential steps: 

1) Parameter Initialization 

This section entails the configuration of four critical 
parameters, namely 'npop,' 'K,' 'MaxIteration,' 'Pc,' and 'Pm.' 
'npop' refers to the population size, representing the number of 
individuals within the population. As 'npop' increases, the 
population becomes larger, but this expansion also extends the 
time required for computation. Typically, values for 'npop' are 
chosen within the range of 30 to 100. 'K' denotes the user-
defined number of clusters. 'MaxIteration' represents the 
maximum number of iterations allowed before terminating the 
process. A higher 'MaxIteration' value results in a longer 
computation time. 'Pc' is the probability of crossover, a factor 
that regulates the creation of new individuals during the initial 
stages of evolution. The choice of 'Pc' is crucial. If set too 
small, the evolution may converge rapidly, possibly getting 
trapped in local optima. On the other hand, if 'Pc' is excessively 
large, the evolution may not converge. It is common to select 
'Pc' values within the range of 0.4 to 0.9. 'Pm' denotes the 
probability of mutation, and if it is set too high, it can lead to 
the disruption of many high-quality individuals, potentially 
preventing the evolutionary process from converging. 
Typically, 'Pm' values are chosen within the range of 0.001 to 
0.1. 

2) Individual Coding and Random Population Distribution 

The length of each chromosome corresponds to the number 
of clusters, and each string inside a chromosome contains a 
sequence of real numbers that describes the set of k cluster 
centers for the problem. The k cluster centers are chosen at 
random from the dataset, and each chromosome is initialized in 
accordance with this to generate the initial population. This 
initialization process is repeated for every chromosome. It is 
important to note that the data in this example are categorized 
into three groups, which correspond to the three different types 
of brain tissues. 

3) Calculation of the Fitness Function 

In this step, the value of the objective function is calculated. 
To assess the adaptability of each individual during the 
evolutionary process, a fitness function is employed. In this 
context, the fitness function is derived from the k-means 
algorithm and is utilized for MRI segmentation. The equation 
representing the fitness function is: 

��
� � � ∑ ∑ ‖� � 	�||�

���

�
���          (1) 

where k represents the classification number, X represents 
the input data, and ck is the center of the k

th
 cluster. 

4) Design of Genetic Operations 

Selection was computed according to: 

�� � 	�1 � 	����                  (2) 

where c represents a constant (c = 0.4), and i denotes the ith 
individual. Subsequently, the roulette wheel selection method 
was applied. In each iteration, a random real number within the 
range of 0 to 1 was generated, and this number functioned as 
the pointer for selecting individuals. As an illustration, if the 
random number happened to be 0.784, it would correspond to 
the selection of the 3rd individual, as demonstrated in Table I. 

TABLE I.  THE ROULETTE WHEEL SELECTION 

I 1 2 3 

P 0.4 0.24 0.144 

P 0.4 0.64 0.784 

 

Crossover is a crucial process in GA, contributing to the 
creation of improved individuals and enhancing the diversity 
within the population. It plays a vital role in preventing the 
algorithm from quickly converging to local optima, thereby 
promoting the exploration process. In uniform crossover, two 
parent individuals are chosen based on a selection function, and 
their genetic information is combined to generate an offspring 
with a mix of their traits. Generating a random vector within 
the interval [0,1], denoted as R1 and R2, where 1-R1 is also 
considered. Chromosomes x1 and x2 are chosen, and the new 
offspring, Y1 and Y2 are produced: 

�� � ��� ∗ ��� � ��� ∗ �� �              (3a) 

�� � ��� ∗ ���  � ��� ∗ ���            (3b) 

where the crossover rate is 0.8. 

Mutation involves the random alteration of one or more 
gene bits within an individual, leading to increased variety 
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among individuals. Every individual has the chance to 
experience mutation, with a random probability of mutation 
affecting a gene bit, resulting in the creation of a new 
individual. In this case, the mutation rate is set to 0.2. 

5) Termination Condition 

Steps 3 and 4 were repeatedly executed until the optimal 
positions of the cluster centroids' were reached. This entailed 
monitoring the difference between the centroid matrices from 
the last two iterations, ensuring that it diminished to a value 
below a specific constant. 

6) Result 

The result of this approach is a segmented MRI image. 

IV. DATASET 

MRI brain scans from the Montreal Neurology Institute at 
McGill University [22] were used to gather data for the 
investigation.  

V. EVALUATION 

To assess the efficiency and precision of the proposed 
method in segmenting the MRI dataset, accuracy was 
employed as an evaluation metric. The proposed method was 
compared to that of the PSO algorithm [21], which has 
demonstrated satisfactory performance in this domain. 
Accuracy is computed by: 

 
 

  
Accuracy  

      

TP TN

TP TN FP FN




  
 (4) 

where TP = True Positive, FP = False Positive, TN = True 
Negative, and FN = False Negative. 

VI. SIMULATION RESULTS 

The acquired outcomes of the proposed approach are 
presented below. The proposed technique was executed 
independently 20 times and the mean accuracy was considered. 
In the current study, 40 individuals and a maximum of 350 
iterations were taken into account. The image dimensions were 
250 ×250 pixels. In case an image was in RGB format, it was 
converted to grayscale. The current study opted for 4 centroids 
for the k-means clustering process. 

A. Sample 1 

In the first sample, the accuracy of the proposed algorithm 
is 80%, while the PSO algorithm reached 82%. Figure 2 depicts 
the original and the segmented image, while Figure 3 portrays 
the GA's fitness value versus the generation number. 

B. Sample 2 

In the second example, the accuracy of the proposed 
algorithm is 93%, surpassing the PSO that reached 85.76%. 
Figure 4 exhibits the original and the segmented image, 
whereas Figure 5 displays the GA's fitness value versus the 
generation number. 

 

 

 
Fig. 2.  Original and segmented image 1. 

 
Fig. 3.  Diagram obtained from the implementation of GA to improve k-

means centroids for image 1. 

 
Fig. 4.  Original and segmented image 2. 

 
Fig. 5.  Diagram obtained from the implementation of GA to improve k-

means centroids for image 2. 
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C. Sample 3 

In the third example, the accuracy of the proposed 
algorithm is 45%, whereas the PSO algorithm reached 42.3%. 
Figure 6 illustrates the original and the segmented images, 
whereas Figure 7 shows the GA's fitness value versus the 
generation number. 

 

 
Fig. 6.  Original and segmented image 3. 

 
Fig. 7.  Diagram obtained from the implementation of GA to improve k-

means centroids for image 3. 

D. Sample 4 

In the fourth example, the accuracy of the proposed 
algorithm is 93%, whereas the PSO algorithm reached 87%. 
Figure 8 demonstrates the original and the segmented image, 
whereas Figure 9 showcases the GA's fitness value versus the 
generation number. 

 

 
Fig. 8.  Original and segmented image 4. 

 

 

 

Fig. 9.  Diagram obtained from the implementation of GA to improve k-

means centroids for image 4. 

VII. CONCLUSION 

Clustering is an important unsupervised learning problem. 
A cluster is a collection of similar objects that are dissimilar to 
the objects belonging to other clusters. A good clustering 
method will produce high quality clusters with high intra-class 
similarity and low inter-class similarity. 

In this paper, a method was proposed for the segmentation 
of MRI brain tissue images. GA was utilized to find the best 
position of the cluster centroids, because the k-means approach 
to cluster the process is very sensitive to the position of the 
initial cluster centroids. The recommended method improved 
segmentation accuracy and speed. The results were validated 
and compared with the ones of PSO deploying the Accuracy 
metric. Segmenting accuracy and speed could be further 
improved. Therefore suggested future work could involve the 
use of adaptive Pc, Pm, and nPop values during the execution 
of the genetic algorithm and the utilization of feature selection 
for getting the best properties of the considered data set as a 
preprocessing step, since considering all the features in a 
dataset is not salutary, especially when the feature number is 
high. 
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