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ABSTRACT 

This paper evaluates the performance of the Long Short-Term Memory (LSTM) deep learning algorithm 
in forecasting Bitcoin and Ethereum prices during the COVID-19 epidemic, using their high-frequency 
price information, ranging from December 31, 2019, to December 31, 2020. Deep learning (DL) techniques, 
which can withstand stylized facts, such as non-linearity and long-term memory in high-frequency data, 
were utilized in this paper. The LSTM algorithm was employed due to its ability to perform well with time 
series data by reducing fading gradients and reliance over time. The obtained empirical results 
demonstrate that the LSTM technique can predict both Ethereum and Bitcoin prices. However, the 
performance of this algorithm decreases as the number of hidden units and epochs grows, with 100 hidden 
units and 200 epochs delivering maximum forecast accuracy. Furthermore, the performance study 
demonstrates that the LSTM approach gives more accurate forecasts for Ethereum than for Bitcoin prices, 
indicating that Ethereum is more prominent than Bitcoin. Moreover, the increased accuracy of forecasting 
the Ethereum price made it more reliable than Bitcoin during the COVID-19 coronavirus crisis. As a 
result, cryptocurrency traders might focus on trading Ethereum to increase their earnings during a crisis. 

Keywords-cryptocurrency prices; COVID-19 pandemic; high-frequency data; LSTM approach; forecasting 

I. INTRODUCTION  

The cryptocurrency market and particularly Bitcoin price 
forecasting attract researchers and academicians. An accurate 
forecast of Bitcoin price is important for investors and 
policymakers [1], providing higher earnings and hedge against 
market risks. In addition, achieving accurate and effective 
forecasts requires the use of tools that can consider complex 
stylized facts, such as non-stationarity, randomness, 
nonlinearity, and hidden features of cryptocurrency price 
datasets. Several classical and advanced Artificial Intelligence 
(AI) tools are extensively investigated to predict Bitcoin prices 
[2]. Initially, many studies [3-5] supported traditional models 
such as GARCH and ARIMA. However, authors in [6-7] 

indicated that the classic models fail to generate good 
forecasting fits due to rigidity in terms of stationarity and 
heteroscedasticity. Others [2, 6, 8], supported the employment 
of Machine Learning (ML) tools and their extensions, namely 
Support Vector Regression (SVR), Regression Tree (RT), and 
Bayesian Regularization Neural Network (BRNN), which were 
reported to be robust in terms of prediction accuracy. Owing to 
the benefits of accurately forecasting Bitcoin price and due to 
the randomness of the cryptocurrency stock market, this study 
contributes to the optimization of portfolio, risk evaluation, and 
efficient trading by implementing smart forecasting 
frameworks of Bitcoin and Ethereum prices, during a pandemic 
crisis, such as that of COVID-19, using big data analytics and 
Deep Learning (DL) techniques. Due to their noise-resistant 
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nature, DL techniques are regarded as efficient for time-series 
forecasting. They can learn non-linear temporal relationships 
on data sequences and provide native support for them [9]. As 
DL can consider the complex and hidden dynamics of the data, 
it has become a useful technique for predicting time series in 
volatile contexts [10]. DL's ability to automatically learn 
complicated characteristics and integrate massive quantities of 
data constitutes its key asset [11]. This realization was backed 
up by the authors in [12], who demonstrated that proving the 
stationary hypothesis is a prerequisite before engaging 
conventional statistical and econometric models to predict 
linear and nonlinear time series. For forecasting, non-stationary 
data must first be converted into stationary data. Thus, the 
predictive outcomes become less precise and effective. 
However, as ML and DL techniques have grown in popularity, 
their benefits in Bitcoin price prediction have become more 
apparent, since they do not rely on the assumption of stationary 
before the prediction process. Authors in [13] confirm this and 
provide evidence that DL is more flexible than the traditional 
forecasting tools. The former is a reliable technique that either 
functions as a hybrid approach or as a single approach to solve 
complicated problems with a lower error rate. Notwithstanding 
its benefits, the authors reported that the DL approach is still 
beset by the difficulty of determining the ideal arrangement for 
the models' structural configuration.  

In addition, the DL techniques have shown robust forecasts 
in various domains, such as the commodity market [10, 14], the 
cryptocurrency market [12, 15], the gold market [16], and the 
coal market [17]. Due to the high ability of DL to forecast time 
series, this study investigates the performance of various DL 
algorithms in predicting Bitcoin and Ethereum price during the 
COVID-19 pandemic period by adopting the Long Short-Term 
Memory (LSTM) method as a DL tool. This research is 
undertaken to investigate the situation of the cryptocurrency 
market amid the COVID-19 outbreak. To achieve this, it is 
crucial to concentrate on researching the prices of major 
cryptocurrencies, specifically those of Bitcoin and Ethereum. 
This is accomplished by determining the stability of these 
currencies in the face of the initial wave of the coronavirus 
epidemic's global expansion. Furthermore, the emphasis on 
examining the price stability of digital currencies using high-
frequency big data will help in the acquisition of a more 
rational and thorough picture of the cryptocurrency market. 
Reducing the level of panic among investors, who are 
astonished by the quick growth of the coronavirus and fear 
losing their investment portfolios, will be made easier with 
accurate predictions utilizing deep learning techniques. 

Therefore, high-frequency price datasets of Bitcoin and 
Ethereum will be considered during the period that spans from 
31/12/2019 to 31/12/2020. The use of the LSTM tool among 
other DL techniques is motivated by the latter’s ability to 
perform well with time series data by reducing fading gradients 
and dependency over time [18]. In addition, the LSTM is 
implemented in this study owing to its capacity to recognize 
and retain patterns in time series data by including memory 
cells in its network structure [19]. What is more, the LSTM 
tool is a reliable big data tool capable of processing large 
quantities of observations at a high frequency [10].  

This study's contribution compared to prior studies is 
summarized as follows. First, it is a pioneer study that 
examines the forecasting of Bitcoin prices during the pandemic 
period. As far as is known, no study has explored this subject 
during the pandemic through deploying high-frequency 
sampling of the intraday price data of Bitcoin and Ethereum 
with high frequency (one minute). Second, the current study 
will contribute to the recently emerging literature via 
implementing different DL techniques to forecast Bitcoin 
prices during a sudden outbreak because of the COVID-19 
pandemic.  

II. RELATED WORK 

The cryptocurrency market is very volatile, uncertain, and 
unpredictable. It is continuously rising and sometimes dropping 
without warning. The high rate of price fluctuation is the main 
challenge of the bitcoin exchange rate. Due to their volatility 
and complexity, it is always difficult to predict the accurate 
price of cryptocurrencies [20]. Such prices can be affected by 
national and international regulations. As a consequence of its 
fluctuations, much research has been done on various 
cryptocurrencies to predict accurate prices. It has become 
necessary to develop a prediction tool to help investors make 
investment decisions in Bitcoin or other cryptocurrencies [21]. 
Authors in [22] reported that forecasting the price of Bitcoin 
has become an increasingly popular activity among investors 
and researchers because of the latter’s attractive risk/reward 
profile. Authors in [8] predicted the price of Bitcoin, Digital 
Cash, and Ripple deploying DL techniques. Compared to the 
generalized regression neural architecture, the predictability of 
LSTM was found to be significantly higher. DL turns out to be 
highly efficient at predicting the inherently chaotic dynamics of 
cryptocurrency markets. LSTM systems were far better at 
learning chaotic and self-similar patterns for the three 
considered cryptocurrencies (Bitcoin, Digital Cash, and 
Ripple). Authors in [15] used a set of 40 explanatory variables 
to predict the price of Bitcoin following the Stacked Denoising 
Auto Encoders (SDAE) method. They concluded that the 
SDAE model outperforms the most popular machine learning 
methods, such as the SVR (Support Vector Regression), PCA-
SVR (Principal Component Analysis-based SVR), and the 
BPNN (Back Propagation Neural Network) in both directional 
and level prediction. SDAE yielded the lowest MAPE and 
RMSE (0.1019 and 160.63, respectively) and the highest DA 
(0.5985). SVR provided the second-best performance, whereas 
the BPNN the worst. Authors in [22] implemented Gate-
Recurrent Unit (GRU), LSTM, and bi-LSTM DL algorithms to 
estimate the value of Bitcoin, Litecoin, and Ethereum. The 
former found that the GRU outperformed LSTM and bi-LSTM, 
with the lowest RMSE. However, overall, all the algorithms 
produced high prediction results. Authors in [21] employed DL 
techniques LSTM and Recurrent Neural Networks (RNNs) to 
predict the Bitcoin price. Their models exhibited a better 
performance of the LSTM algorithm for predicting time-series 
cryptocurrency price, but it was reported to take more time to 
compile. Using the Interval Graph (IG)-Artificial Neural 
Networks (ANN) model, authors in [23] showed the 
outperformance of this model over the traditional ANN 
techniques in predicting the Bitcoin price. Authors in [24] 
proposed a hybrid regression model, the 1DCNN-GRU model, 
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which consists of a merge of a One-Dimensional Convolutional 
Neural Network (1DCNN) and a stacked GRU. They 
concluded that this model outperformed the existing methods 
with the lowest RMSE value of 43.933. Authors in [20] 
predicted the price of Litecoin and Zcash utilizing a DL-based 
hybrid model that includes LSTM and GRU with an inter-
dependent relation to the parent currency. Their results revealed 
high accuracy of price forecasting compared to that of the 
existing models. Authors in [25] predicted Bitcoin price 
direction utilizing the Random Forest (RF) method, which 
demonstrated a higher degree of accuracy than logit models. 
Their results indicated a prediction accuracy between 75% and 
80% for a five-day prediction and more than 85% for a 10-day 
to 20-day forecast. Recently, authors in [26] resorted to using 
LSTM, GRU, and Bi-LSTM to estimate the price of three 
cryptocurrencies: Bitcoin, Ethereum, and Litecoin. They 
proved that Bi-LSTM performed better than LSTM and GRU 
regarding prediction accuracy. Authors in [27] estimated the 
price of five popular cryptocurrencies: XRP, Bitcoin (BTC), 
Litecoin (LTC), Ethereum (ETH), and Monero (XMR) by 
putting many tools into service, including ML, DL, and 
ensemble methods. They displayed that the DL approaches 
outperform the others in predicting the price of these five 
cryptocurrencies. The LSTM is the most powerful approach, 
while it costs less for the former to be trained in contrast to the 
other DL approaches.  

III. METHODOLOGY  

A. Long Short-Term Memory (LSTM) 

LSTM, a subclass of DL, is an outstanding model that can 
learn from experience by modeling complicated connections 
through long-range series [17]. LSTM is adopted in this study 
for predicting the price of two popular cryptocurrencies, 
Bitcoin and Ethereum. LSTM was found through numerous 
studies to be suitable to tackle classical ML drawbacks such as 
the vanishing/exploding gradients problem. The solution 
provided by LSTM to this challenge is implemented using the 
concept of forget gates. The fundamental structure of an LSTM 
cell consists of input, output, and forget gates. The input gate 
oversees determining which data is received and subsequently 
passed to the cell. The forget gate regulates the quantity of 
information to be ignored (and hence prevented from entering 
the cell). The data are subsequently transferred to the output 
gate, which is in charge of producing the cell output and state. 
Mathematically, the LSTM operation is expressed by (1)-(5) 
[28]: 

f� = α�w�. 	h���, x�� + b��   (1) 

i� = α�w�. 	h���, x�� + b��   (2) 

o� = α�w�. 	h��� , x�� + b��   (3) 

C� = f�C��� + i�. th�w�. 	h���, x�� + b��  (4) 

  ℎ� = �� . �����    (5) 

The interested reader can refer to [28] and the references 
therein for more details about the LSTM algorithm. 

B. LSTM hyperparameter Setting 

Although it exhibited high capability in forecasting time 
series, the LSTM algorithm (like any other neural network) has 
the limitations of difficult hyperparameter tuning and the 
dependence on many factors [17]. Hyperparameter setting in 
LSTM is a critical issue since there is no systematic procedure 
to select the latter. In the literature, several methods, such as 
Random Search (RS), Bayesian Optimization (BO), Genetic 
Algorithm (GA), and Grid Search (GS) have been used to tune 
the LSTM hyperparameters, like learning rate, number of units, 
input length, and number of epochs. However, those techniques 
are known to add more complexity to the training process 
(which is already computationally expensive) in addition to the 
fact that they require preliminary knowledge of at least the 
ranges of the hyperparameters. To overcome this drawback and 
since there is no prior expertise on the LSTM parameters, this 
study adopted the simplest trial-and-error method, which is 
benefited from the high robustness of the LSTM against its 
hyperparameter changes. Moreover, an LSTM algorithm with a 
specific hyperparameter tuning is not generically extendable to 
other case studies. A parameter set may provide good accuracy 
for a dataset and bad performance for another one even when 
forecasting the same time series in a different time window. In 
this study, several trial-and-error runs for the LSTM algorithm 
have been conducted. The LSTM accuracy metrics for the two 
cryptocurrencies’ prices under study were recorded. A careful 
study of those performance indicators facilitated the tuning of 
the LSTM optimal hyperparameters, provided in Table I below. 

TABLE I.  ADOPTED LSTM HYPERPARAMETERS 

Parameter Value Meaning 
Units 50 and 100 Number of cells in the LSTM. 

Activation 

function 
Relu 

Returns a value if the input is greater than 0. 

If not, it returns 0. 

Batch-size 512 
Used to distinguish the common features of 

the input data. 

Epochs 
100, 200, 500, 

1000 
Number of iterations for the training phase. 

Scaler Min-Max 
Allows to scale the data within the interval 

[-1,1]. 

Optimizer Adam 

The adaptive moment (Adam) estimation is 

an improved descent algorithm for training 
the LSTM. 

 

C. Performance Metrics  

As usually occurs in forecasting, the dataset has been 
divided into 80% for training and 20% for validation [13]. In 
this paper, three performance metrics were adopted to 
determine the accuracy of the investigated approaches [15]: 

 Mean Absolute Percentage error (MAPE): 

MAPE = �$$
% ∑ |(����()���|

(*
%�+�    (6) 

 Coefficient of determination (R2): 

R- = 1 −
0

12 ∑ �(����()����21340
0
1 ∑ �(����(*�21340

   (7) 

The Root Mean Square Error (RMSE): 
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RMSE = 6�
%  ∑ �7�8� − 7)�8��-%�+�                   (8) 

where y ̂(t) and y(t) indicate respectively the predicted and the 
real cryptocurrency price on the t

th day, and 7* is the average 
value of the same price over the testing/validation period. The 
validation sample includes N observations. 

IV. EMPIRICAL RESULTS 

A. Data Analysis 

The high-frequency (a dataset of a frequency of 1 min is 
used in this study) data sample includes a series of 
cryptocurrency assets, consisting of the Bitcoin and Ethereum 
prices. The selected data ranged from December 31, 2019 (the 
beginning of the COVID-19 epidemic) to February 14, 2020. 
The main focus of this study was to detect the effect of crises 
such as health pandemics on the fluctuation of the 
cryptocurrencies’ prices. The dataset has therefore covered the 
period during which the COVID-19 pandemic has reached its 
most alarming effect. The time frame from January to February 
2020 is regarded as the first instance in which the coronavirus 
spread over the world. As a result, investors are not only 
concerned about losing their investment portfolios, but also 
about the collapse of the cryptocurrency industry. Thus, 
selecting this era is crucial to determine how stable these 
currencies are and whether they can be more precisely 
forecasted considering the pandemic shock created by the 
epidemic, allowing investors to rest certain that their digital 
wallets will be secure in the short run. Hence, for each of the 
two series, 65535 observations were collected. The two series 
were separated into two sub-samples. The first subsample 
included 80% of the data, which corresponded to 52428 
observations utilized for learning the LSTM DL algorithms. 
The validation processes were run on the second subsample, 
which had 13107 observations. Big data usage is crucial in all 
the spheres of business and finance. Accordingly, due to the 
coronavirus pandemic's quick spread and the high-speed 
information frequency linked to it, big data  were employed 
from high-frequency cryptocurrency prices in this study. 
Because of the rapidity of the coronavirus pandemic's influence 
on the cryptocurrency market, big data needed to be leveraged 
from cryptocurrencies to demonstrate the former’s scope. 
However, to efficiently evaluate and process these high-
frequency data and derive actionable insights that will benefit 
investors and decision-makers, creative, efficient, and 
unorthodox techniques like DL must be employed. This study 
will be able to obtain more accurate findings by combining DL 
techniques with high-frequency big data, such as transaction 
data, rather than relying just on daily or monthly data that may 
overlook crucial information about intraday price trends. 

The statistical explorative analysis provided in Table II 
demonstrates that all indices' skewness values deviate from 
zero, indicating that the distributions are asymmetrical. 
Furthermore, the kurtosis results were less than 3. This reveals 
that, for all variables, the distribution of digital currency assets 
has smaller tails than those of normal distributions. This 
finding implies that the data are nonlinear. Table III depicts 
the stationarity test results for all series. One important finding 

of the observations made was that all the Bitcoin variables had 
a unit root which stipulates the existence of fluctuations and 
cryptocurrency price instability. The results for the Phillips-
Perron statistic and Augmented Dickey-Fuller are greater than 
the critical levels, indicating that the series data deviated 
further from zero. That is, the entire series demonstrated long-
memory behavior. Authors in [10, 30-32] manifested that the 
existence of non-linear structures and long-memory patterns in 
dynamic systems can be attributed to the inside variables of 
the system itself. To address this matter, it is important to 
incorporate a non-linear dynamic approach into forecasting 
issues since this type of modeling tool does not require any 
modification/pre-processing of the original data. Therefore, it 
may be reasonable for researchers to use a non-linear dynamic 
approach as part of their forecasting tools to deal with this 
issue, since this type of model does not necessitate a 
transformation of the original data. Furthermore, the existence 
of stylized facts such as non-linearity and long-memory 
patterns motivates this study to use DL tools, like LSTM deep 
neural networks that are robust to those anomalies in data. The 
critical values for Phillips-Perron statistic and Augmented 
Dickey-Fuller tests calculated for the studied time series are: 
-3.43, -2.86, and -2.56 for 1%, 5%, and 10%, respectively.  

TABLE II.  DESCRIPTIVE STATISTICS 

Price Mean Max Min S. D Skew Kurt 

Bitcoin 8723.610 10519.83 6858.220 896.58 -0.079 2.18 

Ethereum 179.4 289.57 125.6 41.7 0.949 2.95 

SD: Standard Deviation, Skew: skewness, Kurt: kurtosis, Min: minimum, and Max: maximum. 
The sampling period runs from December 31, 2019 to February 14, 2020. 

TABLE III.  UNIT ROOT TEST 

Price 
Augmented Dickey-Fuller 

test statistic 
Phillips-Perron test 

statistic 

Bitcoin -0.9135(0.7846) -0.8623(0.8005) 

Ethereum -0.2189(0.9336) -0.1218(0.9454) 

Sampling period runs from December 31, 2019 to February 14, 2020. 

 

B. Forecasting Analysis 

Figures 1–10 depict all the predictions of cryptocurrency 
prices using the validation sets. As shown in the graphics, the 
estimate of the adopted LSTM DL algorithm exhibits that all 
the blue curves (prediction values) were close to the red curve 
(actual values) for all the cryptocurrency prices. The proposed 
LSTM approach demonstrated good follow-up behavior 
throughout the validation phase. More notably, the lines 
indicating the actual price and the forecasted price for all the 
cryptocurrency prices during the COVID-19 epidemic period 
are quite similar even though this period was characterized by 
significant volatility in many economic variables throughout 
the world. Furthermore, the results suggest that the LSTM 
technique is successful in creating forecast pricing curves 
during the initial phases of the coronavirus pandemic's spread. 
However, when the prices were extremely volatile throughout 
the intensity of the coronavirus epidemic, this high level of 
accuracy has been decreased. This supports the findings of [10] 
for the commodity market. When the number of hidden units 
was fixed at 50 and the number of epochs doubled from 500 to 
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1000, an improvement in the accuracy of forecasting both 
Bitcoin and Ethereum was noticed. It turns out that the gap 
between the predicted values and the current values for 500 
epochs (Figures 1 and 2) is big. However, as the number of 
epochs increased to 1000 (Figures 4 and 5), the LSTM method 
provided more accurate predictions. That improvement appears 
more emphatically in Ethereum, as there is a smaller gap 
between the real curve (in red) and the prediction curve (in 
blue). According to the above results, LSTM has revealed a 
very similar trend and similar forecasts for both currencies. 
This means that the LSTM method has comprehensive 
accuracy over the entire verification period. This study’s 
findings support the findings of [20, 26], according to which 
DL tools can accurately forecast bitcoin values although it 
should be mentioned that they disclosed that the Bi-LSTM 
performed better in predicting the cryptocurrency prices than 
LSTM. At the next stage, the number of hidden units was 
increased from 50 to 100. For the Bitcoin price, it was observed 
that as the number of hidden units is augmented, the accuracy 
of the forecasting decreases. 

 

 
Fig. 1.  Forecasting Bitcoin prices, 50 units, 500 epochs. 

 
Fig. 2.  Forecasting Ethereum prices, 50 units, 500 epochs. 

 
Fig. 3.  Forecasting Bitcoin prices, 50 units, 1000 epochs. 

 
Fig. 4.  Forecasting Ethereum prices, 50 units, 1000 epochs. 

Figures 5, 7, and 9 provide evidence that, when the number 
of epochs is raised to respectively 100, 200, and 500, the gap 
between the real curve (in red) and the prediction curve (in 
blue) progressively rises. Hence, the LSTM tool remains robust 
to forecast Bitcoin, but this goodness declines with the increase 
of hidden units and epochs. For the Ethereum price, the results 
are different. For 100 hidden units and 100 epochs (Figure 6), 
there is an important fluctuation between the real curve (in red) 
and the prediction (in blue), meaning a decrease in the accuracy 
of forecasting. However, it can be observed that the real curve 
and the prediction curve have the same behaviors when the 
number of epochs is increased to reach 200 (Figure 8). This 
indicates that the forecasting power of LSTM improves. 
However, this improvement has been reduced in the case of 
500 epochs (Figure 10). There is an important fluctuation 
between the real curve and the prediction curve. Similarly to 
the Bitcoin results, the LSTM tool remains robust in 
forecasting the price of Ethereum, but this excellence declines 
with the increase of hidden units and epochs, except in the case 
of 100 hidden units and 200 epochs, where the forecast 
accuracy reaches the optimum. 

Overall, it is highlighted that the LSTM tool generates a 
better fit in the case of Ethereum than in the case of Bitcoin, 
indicating that the Ethereum asset is dominant compared to the 
Bitcoin asset and it is more accurately predicted during the 
COVID-19 coronavirus crisis. This study’s findings are 
consistent with those of [33-34], who demonstrate that the 
LSTM tool can handle issues involving both long-term and 
short-term dependence memory. 

 

 

Fig. 5.  Forecasting Bitcoin prices, 100 units, 100 epochs. 
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Fig. 6.  Forecasting Ethereum prices, 100 units, 100 epochs. 

 

Fig. 7.  Forecasting Bitcoin prices, 100 units, 200 epochs. 

 

Fig. 8.  Forecasting Ethereum prices, 100 units, 200 epochs. 

 

Fig. 9.  Forecasting Bitcoin prices, 100 units, 500 epochs. 

 

Fig. 10.  Forecasting Ethereum prices, 100 units, 500 epochs. 

V. PERFORMANCE ANALYSIS 

Table IV displays the proposed forecast tool's performance 
metrics MAPE, RMSE, and R2 for both Bitcoin and Ethereum 
prices. Overall, this table indicates that the LSTM model 
produces a satisfactory forecast, supporting the findings noticed 
in Figures 1-10. When the hidden units were fixed at 50 and the 
epochs were altered from 500 to 1000, it can be observed that 
the values of performance metrics improved. Empirically, the 
LSTM model provides lesser RMSE and MAPE values and 
higher R2 in the case of 1000 epochs than in that of 500 epochs 
for both Bitcoin and Ethereum. It was discovered that the 
performance metrics of Bitcoin prices are better than those of 
Ethereum prices, highlighting that initially Bitcoin is best 
forecasted. However, when the hidden units were increased 
from 50 to 100 and the epochs from 100 to 200 and 500, the 
findings were different. For Bitcoin, a higher value of MAPE 
and RMSE metrics and a lower value of R2 in the case of 50 
hidden units are detected compared to those with 100 hidden 
units. This means that the performance of the LSTM tool in 
forecasting the Bitcoin price becomes worse when the hidden 
units are increased. Concerning the Ethereum prices, diverse 
findings are observed. The values of performance metrics are 
unstable. For 100 hidden units and 100 epochs, the values of 
MAPE, RMSE, and R2 are 3.7265%, 10.1294$, and 78.33%, 
respectively. When the number of epochs is raised, the values 
of these metrics significantly improve to 0.5318%, 1.5560$, 
and 99.49%, accordingly. 

When the epoch number was increased to 500, the 
performance of the LSTM tool declined. The values of MAPE, 
RMSE, and R2 became 5.8264%, 17.1148$, and 38.13%. 
Furthermore, when 100 hidden units were considered, the 
performance indicators of Ethereum prices outperformed those 
of the Bitcoin prices. Overall, the LSTM findings showed that 
during the COVID-19 pandemic crisis, the Ethereum asset was 
dominant in terms of forecast and performance competence, 
especially when considering an increase of the hidden units of 
the LSTM. These findings are consistent with those in [27], 
which showed that the LSTM is the most powerful approach, 
and costs less to train than other DL approaches. The particular 
findings, however, are not consistent with [22], which 
demonstrated that the GRU fared better in forecasting 
cryptocurrency prices than the LSTM and bi-LSTM with the 
lowest RMSE.  
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TABLE IV.  PERFORMANCE RESULTS 

Case Units Epochs 

Bitcoin Ethereum 

MAPE 
(%) 

R2 

(%) 
RMSE 

($) 
MAPE 

(%) 
R2 

(%) 
RMSE 

($) 
1 50 500 0.955 81.1 112.822 4.331 66.9 12.505 

2 50 1000 0.901 82.7 108.074 2.971 84.6 8.5387 

3 100 100 1.179 73.2 134.574 3.7265 78.33 10.1294 

4 100 200 1.375 61.58 161.24 0.5318 99.49 1.5560 

5 100 500 1.102 74.56 131.1 5.8264 38.13 17.1148 

 

VI. CONCLUSION AND FINANCIAL IMPLICATIONS 

The forecasting of cryptocurrencies has considerably 
changed over the last decades with the development of machine 
learning and deep learning tools. Having a successful 
cryptocurrency forecast depends on understanding the 
dynamics of the price and how it is generated. This is an 
important topic for both regulators and investors to take into 
account when managing portfolio risks. However, achieving 
this goal necessitates developing and implementing forecasting 
methods that can withstand a wide range of economic, 
geopolitical, and health variables, the most significant of which 
occurred during the recent years. Some of these variables 
include the spread of the coronavirus and the conflict between 
Russia and Ukraine. This research investigates the forecasting 
power of the LSTM deep learning tool for Bitcoin and 
Ethereum prices using big data analytics during the COVID-19 
pandemic crisis. 

The main findings of the current analysis are: 

 First, there was an urge to apply deep learning methods like 
LSTM deep neural networks that are resilient to certain 
stylized facts in data like non-linearity and long memory. 

 Second, the LSTM tool is capable of forecasting both 
Ethereum and Bitcoin, but its goodness decreases as the 
number of hidden units and epochs increases, with 100 
hidden units and 200 epochs being the settings where the 
forecast accuracy achieves its highest level. 

 The LSTM method produces more accurate predictions for 
Ethereum than for Bitcoin, showing that Ethereum is more 
predominant than Bitcoin and can be forecasted more 
precisely during the COVID-19 coronavirus crisis. 

 Furthermore, the findings of this study have implications 
for crypto traders that require precise high-frequency 
forecasts amid crises like the coronavirus pandemic 
outbreak. Consequently, the aforementioned findings 
revealed that Ethereum is detected with the highest 
accuracy by LSTM, making it more stable than Bitcoin 
during the coronavirus crisis. For this reason, 
cryptocurrency traders can concentrate on trading Ethereum 
to boost their profits during crises. 
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