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ABSTRACT 

In light of the development in computer science and modern technologies, the impersonation crime rate 

has increased. Consequently, face recognition technology and biometric systems have been employed for 

security purposes in a variety of applications including human-computer interaction, surveillance systems, 

etc. Building an advanced sophisticated model to tackle impersonation-related crimes is essential. This 

study proposes classification Machine Learning (ML) and Deep Learning (DL) models, utilizing Viola-
Jones, Linear Discriminant Analysis (LDA), Mutual Information (MI), and Analysis of Variance 

(ANOVA) techniques. The two proposed facial classification systems are J48 with LDA feature extraction 

method as input, and a one-dimensional Convolutional Neural Network Hybrid Model (1D-CNNHM). The 

MUCT database was considered for training and evaluation. The performance, in terms of classification, 

of the J48 model reached 96.01% accuracy whereas the DL model that merged LDA with MI and ANOVA 

reached 100% accuracy. Comparing the proposed models with other works reflects that they are 
performing very well, with high accuracy and low processing time. 

Keywords-ANOVA; CNN; face recognition; LDA; MI 

I. INTRODUCTION  

Face recognition technology and biometric systems have 
been employed for security purposes in various applications 
including Human Computer Interaction (HCI), surveillance 
systems, and facial animation and expression [1, 2]. Facial 
recognition software can recognize people from a collection of 
images or a video stream based on personal physical or 
behavioral traits, face, fingerprints, iris, and voice [3, 4]. Deep 
Learning (DL)-based face recognition has shown outstanding 
results [5, 6]. Convolutional Neural Networks (CNNs), one of 
the most often used types of deep neural networks in computer 
vision applications, demonstrate a key benefit of autonomous 
visual feature extraction [7]. CNNs typically have multiple 
convolutional layers, each with multiple filters of different 
sizes, allowing them to learn increasingly complex visual 

features as they process the input data [8, 9]. Several 
researchers have implemented face recognition systems with 
different classifiers like Machine Learning algorithms, such as 
Support Vector Machines (SVMs), K-Nearest Neighbor 
(KNN), Random Forest (RF), and Non-Negative Collaborative 
Representation-based Classifier (NCRC) using different feature 
extraction methods, namely Principal Component Analysis 
(PCA), Linear Discriminant Analysis (LDA), Gabor Wavelet's 
(GW), and Canonical Correlation Analysis (CCA) [10-16]. 
More recently, DL has been applied, which is believed to be 
more accurate and vital in face recognition. The DL techniques, 
such as GoogleNet, AlexNet, residual neural network (ResNet), 
and Visual Geometry Group Network (VGGNet and VGG-16) 
consider CNN architecture as the classifier [17-23]. 

DL methodology has relatively wider acceptance, so it was 
also considered in this research. Depending on J48 ML and the 
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deep one dimensional Convolutional Neural Network Hybrid 
Model (1D-CNNHM), two facial recognition techniques are 
proposed in this paper. Involving LDA feature extraction, 
which is combined with two feature selection methods, Mutual 
Information (MI) and Analysis of Variance (ANOVA), is 
considered an innovative step of this work. The objectives of 
this research are to propose advanced, high-accurate, and fast 
Artificial Intelligent (AI) models for facing impersonation 
crimes.  

II. RELATED WORK 

Authors in [10] proposed a face recognition system that 
depends on appearance-based features that focus on the entire 
face image rather than local facial features. The Viola-Jones 
face detection method was used. Feature extraction and 
dimension reduction methods were applied, using PCA and 
LDA. Square Euclidean Distance (SED) was employed to 
measure the distance between two images. Authors in [13] 
proposed an automatic face recognition system based on 
features focusing on the whole image as well as local-based 
features utilizing the Local Binary Pattern Histogram (LBPH), 
PCA, and LDA. In addition, the system deployed the ML 
algorithms PART and J48. The results displayed high accuracy 
for detection and feature extraction. Authors in [15] suggested 
a facial recognition system based on Multi-Scale Local 
Mapped Patterns (MSLMPs), using the Genetic Algorithm 
(GA) to optimize parameters and weight matrices. To deal with 
difficult databases like MUCT, this technique was established 
on the average gray levels of the images in the database. The 
results obtained for the database are superior and have high 
accuracy. Authors in [16] suggested the KNN algorithm for 
recognizing faces on an ARM processor. To reach the best k-
value and create proper face recognition with a low-power 
processor, PCA and LDA were used for feature extraction. 
Authors in [20] proposed combining RFID cards with facial 
biometry based on DL to strengthen the safety of an e-payment 
organization through the use of the CASIA Face-V5 and 
MUCT datasets in order to assess and validate three DL face 
authentication models, namely Dlip, VGG-16, and ResNet-50. 
Combining RESNET-50 and PCA features yielded the greatest 
results, achieving 99.90% accuracy and 0.08% EERs on 
MUCT and 99.26% accuracy and 0.75% EERs on CASIA Face 
V5. Authors in [22] submitted a hybrid approach based on a 
Modified Local Binary Patterns (MLBPs) and Layered-
Recurrent Neural Network (L-RNNs) for facial recognition. 
Utilizing the MUCT database and various ANN performance 
analyses, their hybrid technique yielded a classification rate of 
98%. 

III. MATERIALS AND METHODS 

The MUCT database [24] was selected and applied in this 
research [13, 23]. Sample images from the MUCT database are 
illustrated in Figure 1. The selected database was divided into 
two sets, with 70% for training and 30% for testing. Every 
image in the database went through some preprocessing 
techniques. The image’s facial region was detected and 
cropped using the Viola-Jones method [12]. Feature extraction 
and feature selection were applied [25]. Finally, the output 
classification was created by 1D-CNNHM. A preprocessing 
stage is implemented as the first phase, involving the 

conversion of color images to grayscale images, Histogram 
Equalization (HE), face detection, cropping, and resizing 
(Figure 2). 

 

  

   

Fig. 1.  Sample images from the MUCT database. 

 
Fig. 2.  The system methodology process. 

A. Convert Color to Grayscale Images  

The color models provide color data for each pixel in a 
particular image [18]. Grayscale image brightness was 
represented using an 8-bit value, whereas the color of a colored 
image's pixel is represented with a 24-bit value. The brightness 
in greyscale images spans from 0 to 255, with 0 intensity 
denoting black and 255 intensity denoting white [19, 20]. To 
convert the image into grayscale, the Red (R), Green (G), and 
Blue (B) colors should be averaged. Since each of the three 
hues has a unique wavelength and contributes differently to the 
creation of an image, the average must be calculated according 
to each color's contribution rather than just utilizing the average 
approach. This has been conducted by the luminosity method. 
The latter indicates that the contribution of the Red color must 
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be reduced, the contribution of the Green color must be 
increased, and the contribution of the Blue color must be 
placed between these two [26, 27]. Samples of the generated 
grayscale images are portrayed in Figure 3. The process of 
converting a colored to grayscale image is depicted in (1): 

��������� 
 �0.3 ∗ �� � �0.5 ∗ �� � �0.11 ∗ �� (1) 

 

   

  

Fig. 3.  Samples of grayscale images. 

B. Histogram Equalization (HE)  

HE is used to increase contrast in images. In order to 
improve low contrast images' quality and face recognition 
capabilities, it is common practice to distribute the most 
frequent intensity values evenly [27]. The image's dynamic 
range (contrast range) is altered as a result, making some 
crucial face features more noticeable [24]. Samples of images 
after HE are illustrated in Figure 4. 

 

 

 

Fig. 4.  Image samples after applying HE. 

C. Face Detection with Viola Jones Algorithm 

Viola-Jones algorithm was deployed for object detection 
due to its high accuracy and speed. Viola-Jones method 
consists of four concepts [23, 25], which are analyzed below. 

1) Haar Features 

The entire image is divided into M×M-sized squares or 
small windows. The characteristics of each window are 
selected separately. For face detection, three different feature 
types are commonly used: two-rectangle, three-rectangle, and 
four-rectangle features. The difference in the sums of the pixels 
within two rectangular sections is known as the "two-rectangle" 
characteristic. These rectangular areas are near to one another, 
either horizontally or vertically and have the same size and 
shape [23]. The three-rectangle feature adds the sum of the 
pixels in the middle rectangle to the sums of the pixels in the 
two outside rectangles. The difference between diagonal pairs 
of rectangles is computed in the four-rectangle feature, which is 
the final step [28]. These features are displayed in Figure 5.  

 
Fig. 5.  Haar features on the detected face. 

2) Integral Image  

An intermediate image representation known as an integral 
image was used to quickly calculate Haar-like features. 
Equation (2) shows the calculation formula. The integral image 
at position x, y contains the sum of the pixels above and to the 
left of (x, y) [29]. 

���, �� 
 ∑ ∑ ���, ��; 1 � � � �,
 
!"#

$
%"# 1 � � � � (2) 

where p denotes the integral image and I the original image. 

3) Adaptive Boosting (Adaboost)  

The Adaboost algorithm shrinks the size of a large set of 
features by removing pointless ones [30]. This method can 
replace thousands of features with hundreds or less. Such 
features are referred to as weak classifiers [26, 31]. 

4) Cascading 

The discovered faces must proceed through a number of 
cascaded phases before finding the positive windows [32]. A 
classifier is created for each stage utilizing a few features. 
Every level after that adds more features, increasing the 
complexity of the classifier. Every stage has the option of 
rejecting or moving on to the next within the discovered region. 
Therefore, only the area that successfully completes all stages 
is categorized as a face [29]. After the Viola-Jones method was 
used, the images were in different sizes, so each image was 
resized employing bicubic interpolation into 100×100 size and 
then was cropped. The samples of the images after resizing and 
cropping are presented in Figure 6. 

 

  

   

Fig. 6.  Images after resizing and cropping. 

Bicubic interpolation is an ideal method. It would also be a 
good option if quality was an issue. With bicubic interpolation, 
a pixel's 16 nearest neighbors are taken into account [34]. The 
intensity value assigned to point (x,y) is determined by: 

&��, �� 
 ∑ ∑ �'(�'�()
("*

)
'+*     (3) 

D. Feature Extraction and Feature Selection 

In order to reduce the complexity of space and time 
required for the proposed system model, the discriminative 
power of ANOVA and the thorough relationship assessment of 
MI with LDA feature extraction were combined. LDA was 
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merged with different percentage cases (5%, 10%, 15%, and 
20%) of two feature selection methods, MI and ANOVA. It is 
possible to minimize the complexity of the space and the time 
needed for the proposed models by identifying the most 
pertinent features that have the most significant impact on the 
goal variable. This integration may improve model 
performance while reducing the drawbacks of each technique 
[35]. 

1) LDA Feature Extraction 

The input data are transformed into a set of features during 
feature extraction, and the resultant reduced representation 
retains the majority of the pertinent data from the original data. 
LDA is a method of supervised linear dimensionality reduction 
that seeks for the subspace that distinguishes the most effective 
among several classes. The objective of LDA is to select an 
optimal solution vector as the best projection direction based 
on the Fisher criterion function and consider it not sensitive to 
light. The main LDA steps are [33]: 

 Take samples for class-1 and class-2  

 Calculate the class-1 and class-2 means as Mu1 and Mu2. 

 Create class-1 and class-2 covariance matrices, denoted as 
C1 and C2, respectively. 

 Compute the within-class scatter matrix 

,- 
  .1 +  .2       (4) 

 Compute the between-class scatter matrix depending on the 
classes means: 

,0 =  �Mu1 −  Mu2� ∗  �Mu1 −  Mu2�   (5) 

 Compute all the class means.  

 The basic eigenvalue problem is then solved by the LDA 
scheme in (6) and (7): 

,-+#,0 4 =  λW       (6) 

4 =  eig�,-+#,0�        (7) 

where W is the projection vector. 

2) ANOVA Feature Selection 

ANOVA is a group of statistical models and associated 
estimation methods, which are used to evaluate variances in 
means [36]. The f ratio of the class-to-class variance over the 
within-class variance is the value determined by the ANOVA 
equations. A class separation indicator is provided by the size 
of the f ratio [28]. Data are preserved as features during 
retention times that result in an f ratio larger than a 
predetermined threshold, while the rest of the data are deleted 
[37]. The variance between classes is calculated by: 

:;#< = ∑�$̅>+$̅�?@>
�A+#�     (8) 

where �̅' is the mean of the i
th
 class, �̅ stands for the mean, B' is 

the number of measurements in the i
th
 class, N is the total 

sample size of the group, and k is the group number. The 
within-class variance is computed by: 

:CDD< = ∑ ∑E$>F+$̅G?+�∑�$̅>H$̅�?@>
�I+A�     (9) 

where �'( is the jth class's ith measurement. The ratio of the two 

variances in (10) is used to generate the ANOVA f ratio: 

J ���KL MNO?
MPQQ?      (10) 

3) Mutual Information (MI) Feature Selection 

MI is a measure of how much knowledge one random 
variable has about another [39]. This concept can be used to 
measure how relevant a feature subset is in relation to the 
output vector C, which is helpful in the context of feature 
selection. The MI is described by [38]: 

MI��, �� =  

∑ ∑ ���E�K�, ��S�G. log V W�$E�'�, �(�G
WE$�'�G.WE �(�GX@("#@'"#   (11) 

where MI is zero when x and y are statically independent, i.e. 

���E�K�, ��S�G = �E��K�G. �E��S�G . Considering two random 

variables x and y, their joint probability density function is 

���E�K�, ��S�G. 

E. ML Classification Model with J48 Decision Tree 

ML research places a lot of emphasis on developing 
software that can automatically recognize complicated patterns 
and draw conclusions from data. This algorithm creates the 
rules for the target variable's prediction. The properties of J48 
are accounting for missing values, Decision Tree (DT) pruning, 
continuous attribute value ranges, and derivation of rules. The 
objective is progressively generalization of a DT until it gains 
equilibrium of flexibility and accuracy. The output of this 
process is a DT classifier where each node represents a 
decision based on the selected attribute, and leaf nodes are 
labeled with class labels. Algorithm 1 displays the steps of J48 
algorithm [36].  

Algorithm 1: Steps of J48 Algorithm 

Input: Features extracted by LDA 

Output: Classifier 

Processing steps: 

Step 1: The leaf is labeled with a similar 

class if the instances belong to the same 

class. 

Step 2: For each attribute, the potential 

data will be generated and the gain in the 

data will be derived from the test on the 

attribute. 

Step 3: The best attribute will be chosen 

according to the current selection 

parameter 

F. Architecture of 1D-CNNHM 

CNNs were considered for identification and classification. 
Filters, kernels, or neurons that can learn their weights, 
parameters, and biases make up CNNs [39, 40]. Each filter 
receives certain inputs, performs convolution, and then, if 
desired, adds nonlinearity [41, 42]. The structure of a CNN 
consists of convolutional, pooling, rectified linear unit (ReLU), 
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and fully connected layers [43]. The proposed 1D-CNNHM is 
built in 27 layers which include: 9 convolutional layers for 1D 
feature extraction, 6 Max-pooling 1D layers, 8 LeakyRelu 
layers for its ability to speed up the training of the model by 
reducing the slop for the negative feature values, 3 fully 
connected layers for collecting, and 1 flatten layer which 
flattens the output of the preceding layers into a single vector 
that can be the input for the following stage. This hybrid model 
produces higher predictive performance when compared to the 
traditional DL models. Each layer is presented with its filters, 
kernel size, strides (i.e. number of steps), and padding (refers to 
the amount of pixels added to an image when it is being 
processed by the kernel of a CNN). The total number of epochs 
is 100 and the batch size is 64. Adam learning optimizer with 
learning rate equal to 0.001 was employed. The model 
architecture is presented in Algorithm 2. The detailed layers of 
the proposed 1D-CNNHM architecture are depicted in Figure 
7, in which K is the kernel size, F is the filter size, P is the pool 
size, and S is number of strides. 

Algorithm 2: The architecture of the 

proposed 1D-CNNHM 

Input: Features of images 

Output: 1D-CNNHM with optimum weights 

Steps 

Begin 

Step 1: Add block 1 

             Conv1D with (F=16, K=3, S=1) 

             MaxPooling1D with (P=1, S=1) 

             LeakyReLU with (alpha=0.3) 

Step 2: Add block 2 

             Conv1D with (F=32, K=3, S=1) 

             MaxPooling1D with (P=1, S=1) 

             LeakyReLU with (alpha=0.3) 

Step 3: Add block 3 

            Conv1D with (F=64, K=3, S=1) 

            MaxPooling1D with (P=1, S=1) 

            LeakyReLU with (alpha=0.3) 

Step 4: Add block 4 

             Conv1D with (F=64, K=3, 

strides=1) 

             MaxPooling1D with (P=1, S=1) 

             LeakyReLU with (alpha=0.3) 

             Dense with (F=64, activation 

= "linear") 

Step 5: Add block 5 

             Conv1D with (F=32, K=3, S=1) 

             MaxPooling1D with (P=1, S=1) 

             LeakyReLU with (alpha=0.3) 

Step 6: Add block 6 

             Conv1D with (F=32, K=3, 

strides=1) 

             MaxPooling1D with (P=1, S=1) 

             LeakyReLU with (alpha=0.3) 

             Dense with (F=32, activation 

= "linear") 

Step 7: Add block 7 

             Conv1D with (F=16, K=3, S=1) 

             LeakyReLU with (alpha=0.3) 

Step 8: Add block 8 

             Conv1D with (F=16, K=3, S=1) 

             LeakyReLU with (alpha=0.3) 

Step 9: Conv1D with (F=485, K=3, S=1, 

activation=’linear’) 

Step 10: Flatten () 

Step 11: Dense with (F= 276, activation= 

'softmax') 

End 

 

 
Fig. 7.  Architecture layers of the proposed 1D-CNNHM. 
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G. Performance Measures 

Various criteria, such as accuracy, precision, recall, and F1-
measure were put into service for measuring the performance 
of the proposed hybrid algorithms [43, 44]. In (12)-(15), TP 
stands for True Positive, TN for True Negative, FP for False 
Positive, and FN for False Negative. 

 Accuracy is the percentage of instances properly classified 
out of all those presented. It can be calculated by: 

Accuracy = ^I_^`
^I_a`_aI_^`    (12) 

 Precision represents the correction ratio of predicting the 
positive results: 

Precision = ^`
^`_a`       (13) 

 Recall is the correct prediction of the actual positive results: 

Recall = ^`
^`_aI         (14) 

 F1-measure (score) is the harmonic mean of recall and 
precision: 

f# = #
O

ghijkk_ O
lmhinonpq

= 2 ∗ rstuvwvxy∗ztu{||
rstuvwvxy_ztu{||   (15) 

LDA applied with J48 ML achieved results with 96.01% 
accuracy, 96.03% precision, 95.45% recall, and 95.37% F1-
measure, whereas applying 1D-CNNHM obtained results with 
99.2% accuracy, and 99.3% precision, recall, and F1-measure. 
This means the 1D-CNNHM is considered more accurate in 
identifying patterns in image data compared to LDA with J48, 
and better at understanding and interpreting image data, 
proving to be them more effective for tasks like classification. 

IV. RESULTS AND DISCUSSION  

A. Time Performance 

The time consuming result is considered to be good and 
low, as the processing time by using LDA feature extraction 
application only reached 5400 s for the whole training 
procedure. One epoch reached 55 s out of the 100 total epochs 
and 64 patch size. The training time of merging LDA feature 
extraction with MI and ANOVA feature selection reached 360 
s. One epoch reached 3 s of 100 total epochs and 64 patch size.  

B. Statistical Performance  

LDA applied with J48 ML achieved results with 96.01% 
accuracy, 96.03% precision, 95.45% recall, and 95.37% F1-
measure. 1D-CNNHM achieved results with 99.2% accuracy, 
and 99.3% for precision, recall, and F-measure. This means the 
1D-CNNHM is considered more accurate in identifying 
patterns in image data compared to LDA with J48, and better at 
understanding and interpreting image data, making them more 
effective for classification tasks. 

C. Merging Feature Performance 

Merging 5% of ANOVA and MI with LDA obtained an 
impressive accuracy of 100%, while slightly reducing 
precision, recall, and F-measure to 99%. Merging 10% and 
15% ANOVA, the performance remained highly competitive, 
with accuracy of 99.66% in both cases. Precision and recall 

remained consistently high, between 98.33% and 99.33%, 
while F1-measure ranged between 99% and 99.33%. At 20% 
merged features, the model was able to attain perfect 
performance metrics across the board, with 100% accuracy, 
precision, recall, and F-measure. These findings show the 
potential of combining features from ANOVA and MI at 
varying percentages to enhance predictive capability and 
optimize model efficiency, illustrating the efficacy of feature 
integration strategies in enhancing model performance and 
robustness. Table I summarizes the results. The outputs 
obtained by some previous related works using the MUCT 
database in several feature extraction and classification 
methods such as PCA, LDA, Gabor wavelet, and Haar-like 
features with different classifiers such as SVM, KNN, NCRC, 
J48, GA, and Euclidian distance, had accuracy ranging from 
25.56% to 94.33% [10-16]. Other researchers used classifiers 
such as MLBP, L-RNN, CNN, Dlip deep, VGG-16, RESNET-
50, and RESNET-101, with accuracy ranging from 91.87% to 
98.55% [19-23]. The two proposed systems reached very good 
results with high accuracy and quick processing. The 1D-
CNNHM is considered to perform better than J48. Table II 
illustrates the comparison between the proposed algorithms and 
some earlier relative works. 

TABLE I.  RESULTS OF PROPOSED SYSTEMS 

Classifier Accuracy Precision Recall F1- score 

LDA + J48 ML 96.01% 96.03% 95.45% 95.37% 

LDA+1D-CNNHM 99.2% 99.3% 99.3% 99.3% 

LDA+ 5% (ANOVA & 

MI) + 1D-CNNHM 
100% 99% 99% 99% 

LDA+ 10% (ANOVA & 

MI) + 1D-CNNHM 
99.66% 98.33% 99% 99% 

LDA+ 15% (ANOVA & 

MI) + 1D-CNNHM 
99.66% 98.66% 99.33% 99.33% 

LDA+ 20% (ANOVA & 

MI) + 1D-CNNHM 
100% 100% 100% 100% 

TABLE II.  COMPARISON BETEEN PROPOSED SYSTEMS 
AND SOME PREVIOUS WORKS 

Work Feature extraction Classifier Accuracy 

[11] - 

SVM, 

KNN, 

NCRC 

25.56%, 

27.87%, 

77.78% 

[14] - 
Random Forest 

SVM 

83.3% 

96.3% 

[10] PCA and LDA 
Euclidean 

distance 
87.5% 

[16] PCA and LDA KNN 91.5% 

[15] MSLMP GA 93.49% 

[12] Gabor Wavelets SVM 93.70% 

[13] LDA 
PART, 

J48 

91.21% 

94.33% 

[21] 
Counterfeit feature 

extraction 
CNN with ELA 97.6% 

[22] MLBP 
L-RNN with quasi-Newton 

back propagation 
98% 

[20] PCA 
Dlip deep model, 

VGG-16, 

96.28% 

99.64% 

[19 
Haar-like and 

LPPF 

ResNet50, 

ResNet101 

91.87% 

98.55%. 

Proposed LDA J48 ML 96.01% 

Proposed 
LDA with 

ANOVA and MI 
1D-CNNHM 100% 
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V. CONCLUSIONS 

High accuracy and faster performance models were 
proposed in this paper. LDA feature extraction method was 
deployed as the input of J48 machine learning model, and the 
novel 1D-CNNHM model, depending on LDA feature 
extraction with feature selection from MI and ANOVA was 
presented. MUCT database was considered for model training 
and validation. Through preprocessing techniques, the images 
are detected and cropped using the Viola-Jones algorithm, 
owing to its high degree of accuracy detection and speed. To 
evaluate the classification success of the suggested systems, a 
number of measures designed for evaluation performance 
including accuracy, precision, recall, and the F1-measure were 
utilized. Applying the LDA feature extraction with J48, the 
performance measure reached 96.01% accuracy, 96.03% 
precision, 95.45% recall, and 95.37% F1-measure, while 
applying LDA with 1D-CNN HM reached 99.2% accuracy, 
and 99.3% precision, recall, and f1-measure. When merging 
LDA feature extraction with different percentages of MI and 
ANOVA feature selection (5%, 10%, 15%, and 20%), perfect 
resulting performance of 100% accuracy, precision, recall, and 
the F1-measure was acquired for the  20% of merging features. 
Consumed time reached 55 s for 1 out of the 100 total epochs 
and 64 patch size. The time of merging the LDA feature 
extraction with MI and ANOVA feature selection reached 3 s 
for 1 out of the 100 total epochs and 64 patch size. Such 
findings are considered to be excellent when compared with 
previous works. 
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