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ABSTRACT 

The prevalence of distributed generation in most power grids can negatively affect their performance in 

terms of power loss, voltage deviation, and voltage stability. Superconducting Magnetic Energy Storages 

(SMESs) can help in addressing this problem as long as they are optimally placed in the distribution 

network. This paper presents a hybrid Grasshopper Optimization Algorithm and a Simulated Annealing 

(GOA-SA) method to determine the optimal placement of SMESs in a distribution network with an 

embedded wind power generation system. The optimization was formulated as a multi-objective problem 

to minimize active power losses, reactive power losses, and voltage deviation and maximize the voltage 

stability index. An IEEE 57-node distribution network was employed and simulations were performed 

using MATLAB R2020b. Based on simulations using 200 kW SMESs in discharge mode, the active power 

loss decreased by 82.57%, the reactive power loss decreased by 80.71%, the average voltage deviation 

index decreased by 66.91%, and the voltage stability index improved by 34.97%. In the charging operation 

mode, the active power loss increased by 24.86%, the reactive power loss increased by 8.21%, the average 

voltage deviation increased by 12.86%, and the voltage stability index increased by 12.79%. These results 

show that SMESs can improve the technical performance of a distribution network. 

Keywords-SMES; WTG; hybrid GOA-SA; optimal placement 

I. INTRODUCTION 

Stressed distribution networks lead to poor power quality, 
frequent power outages, high energy costs, and decreased 
reliability [1]. The amount of energy used today has grown 
significantly, whereas, at the same time, expenditures in the 
infrastructure supporting the power system and the use of fossil 
fuels have decreased. Conventional distribution networks have 
a strong hierarchical structure. However, the growing need for 
energy, the fast pace of technological development, fuel crises, 
blackouts, financial incentives, and public awareness of 

environmental issues are pushing toward distributed energy 
resources with high reliability, stability, quality, and security. 
Today, Distributed Energy Resources (DERs) are a common 
component of many utilities worldwide and are increasingly 
integrated into power distribution networks. In addition to 
being environmentally friendly as green energy, their 
installation is crucial for the distribution network in terms of 
reduced power losses and improved voltage profile [2]. As 
renewable energy sources, such as wind power, are weather-
dependent and erratic, they can affect the reliability of 
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distribution networks. An augmentation in load demand in a 
distribution network can result in a rise in voltage drop, which 
can impact power loss, voltage profile, and system stability. 
Distribution networks are rapidly integrating Energy Storage 
Systems (ESS) to address the aforementioned issues and offer 
other advantages. The former consists of flywheel storage [3], 
fuel cell storage [4], Compressed Air Energy Storage (CAES) 
[5], Compressed Carbon Dioxide Energy Storage (CCES) [6], 
Battery Energy Storage System (BESS) [7], and SMES [8]. 
Despite being the industry standard, BESSs have serious 
drawbacks, including a very short lifespan, voltage and current 
restrictions, potential environmental problems, and a slow 
response time. SMESs have several advantages over other ESS, 
involving long lifespan, no restrictions on the number of 
charging and discharging cycles, no moving components, high 
power density (0.1-10 MW), and high storage efficiency (95-
98%) [9]. The primary disadvantage of an SMES is its high 
costs. The use of High-Temperature Superconductors (HTS) 
can lessen this drawback. HTSs are cooled with liquid nitrogen 
at 77°K, as opposed to 4.2°K for Low-Temperature 
Superconductors (LTS). Compared to LTSs, HTSs provide 
greater system reliability and fewer refrigeration expenses [10]. 
A recent review examined the design and development of high-
temperature SMESs for power applications. Numerous studies 
have been performed on SMES cooling methods and thermal 
management techniques to reduce the degradation of 
superconductor performance at high temperatures, based on 
thermal energy storage materials. A Direct Current (DC) 
flowing through a superconducting coil can store electrical 
energy in the magnetic field it creates. The SMES coil can 
absorb or release real and reactive power based on the power 
demand of the distribution network. This power can be released 
in seconds to several hours, given that it is stored as a 
circulating current [11]. SMES can be utilized as energy 
storage in the distribution network to achieve several 
objectives, entailing improving power quality and transient 
voltage dips, controlling reactive power flow and voltage, 
stabilizing wind generators, spinning reserve, as well as 
minimizing power and voltage fluctuations of wind generators. 

Several studies have investigated the effectiveness of 
SMES in ameliorating transient stability [12-16] and 
addressing variations in the output power and voltage of Wind 
Turbine Generators (WTGs) [17-19]. However, there is a lack 
of research on the optimal placement of SMESs in a power 
grid. In [20], a genetic algorithm was applied to optimally 
position an SMES in an IEEE 14-bus transmission system to 
enhance voltage stability, solely focusing on the voltage 
stability index. In [21], a method was presented to determine 
the optimal location of a superconducting device and so 
minimize system losses. This approach employed loss 
sensitivity analysis in a typical power system, considering a 
daily load profile, and exclusively focused on power loss when 
determining the optimal location of the SMES. In [22], a novel 
approach was presented to optimally place WTGs and SMESs 
in a distribution network, using the Equilibrium Optimizer 
(EO) and the loss sensitivity factor in the optimization process. 
This innovative method was applied to an IEEE 33-node 
distribution network. In [23], a technique was proposed for 
optimal placement of SMES and superconducting fault current 

limiters in interconnected microgrids. The objective function 
included the voltage deviation of the doubly fed induction 
generator, the power deviation at the point of common 
coupling, the fault current in transmission lines, the features of 
the superconducting fault current limiter, and SMES, which 
were optimized utilizing the PSO algorithm. 

This study proposes an optimal placement method for 
SMESs to minimize active and reactive power losses and 
voltage deviation and improve the voltage stability index. The 
hybrid Grasshopper Optimization Algorithm and Simulated 
Annealing (GOA-SA) technique were used in an IEEE 57-node 
distribution network with an embedded wind power generation 
system. The main contributions of this study are: 

 Investigating the optimal placement of the SMES in the 
IEEE 57-node distribution network with an embedded wind 
power generation system considering four objective 
functions: active and reactive power losses, average voltage 
deviation, and voltage stability index. 

 Improving the performance of the distribution network in 
terms of decreasing active and reactive power losses, 
voltage deviation, and voltage stability. 

 Proposing a novel hybrid optimization algorithm and 
comparing it with its derivatives to solve optimization 
problems. 

 Considering a distribution network with an embedded wind 
power generation system, representing a real-life scenario. 

II. MATERIALS AND METHODS 

A. Network Component Modeling 

The model consists of the IEEE 57-node distribution 
network, SMES, and a wind power generation system. 

1) IEEE 57-Node Distribution Network and Study Area 

Figure 1 shows the single-line diagram of the IEEE 57-node 
distribution [24], with system voltages of 12.66 kV and total 
active and reactive power loads of 2694.600 kVAr and 
3802.190 kW, respectively. This system includes one slack 
bus, 57 buses, and 56 branches and load buses, 
correspondingly. The network is considered to be a 
residential/commercial network with 85% of the load being 
commercial loads. 

2) SMES 

From the power system point of view, an SMES can be 
seen as a generator, load, or storage system. SMES can be 
studied as a generator, constant charging equipment, a load, 
constant discharging equipment, and a storage device that can 
discharge and charge depending on the system's characteristics. 
This study examines the SMES as a generator and a load. Table 
I illustrates the generator (discharging) and load (charging) 
characteristics of the SMES, and its kW ratings are used to 
determine their optimal position [25-26]. 

3) Wind Power Generation System 

The wind power generation system is modeled as a Type 3 
Distributed Generator (DG) to incorporate its active and 
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reactive power consumption and injection capabilities [27]. The 
wind power generation system, known as WTG, has a 
penetration level of 30% [28]. Although there are several ways 
to calculate wind power penetration levels, the percentage of 
wind turbine penetration could be obtained as the ratio of [29]: 

 The total production of the wind power generation systems 
to the total generation. 

 The peak wind power generation capacity to the loads' peak 
apparent power. 

 The wind-rated power to the loads' active power demand. 

The penetration percentage of wind power was calculated 
utilizing the last method to determine the total wind-rated 
power needed for 30% penetration or 1125 kW. A Newton-
Raphson load flow simulation was performed in 
MATLAB/PSAT to identify the chosen location of the WTG. 
Node 46 was selected as the location of the WTG in the 
distribution network. 

TABLE I.  DISCHARGING AND CHARGING CASES  

Cases Mode of Operation Quantity 

Case 1 Discharge100 kW power 3 
Case II Discharge 200 kW power 3 
Case III Charge 100 kW power 3 
Case IV Charge 200 kW power 3 
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Fig. 1.  Single line diagram for the IEEE 57-node distribution network. 

B.  Problem Formulation 

The objective of this optimization problem is to minimize 
the active and reactive power losses of the network, the average 
voltage deviation index, and the voltage stability index when 
the SMESs are placed in the distribution network under 
discharging and charging conditions. Radial distribution 
networks have a large R/X ratio, and because of this, basic load 
flow tools such as Newton-Raphson or fast decoupled 
approaches do not provide accurate results. An efficient load 
flow method is presented based on the forward-backward 
method to solve the power flows of a radial distribution 
network [30-31]. 

1) Objective Function 

a) Active and Reactive Power Loss Minimization 

The active and reactive power losses in Ploss(a, a+1) and 
Qloss(a, a+1) in a branch a, a+1 of the network is given by: 

�������,��	
 = ����� ������
|����|� � ∗ ���  (1) 

�������,��	
 = ����� ������
|����|� � ∗ ���   (2) 

where P(a+1) and Q(a+1) are the receiving end active and 
reactive powers, respectively, V(i+1) is the receiving end 
voltage, Rbr is the branch resistance, and Xbr is the branch 
reactance. Therefore, the total power loss minimization 
function is given by: 

�	��
 = �� ∑ "����� ��
 + ����� ��
%���&	   (3) 

b) Minimization of Average Voltage Deviation Index 
(AVDI) 

AVDI is the voltage deviation for 1.0 p.u., which is the 
reference voltage, and is defined in terms of the voltage 
magnitudes at all the nodes, given by: 

�'��
 = 	
() ∑ |1 − ,�|'(��&	    (4) 

where Na is the number of nodes in the network and va is the 
voltage at node a. 

c) Maximization of the Voltage Stability Index (VSI) 

At a receiving node b, VSI is given by: 

�-��
 = ⌊|/�|0 − 4 ���2�� + ��3��
' − 4���3�� +    ��2��
|/�|'⌋     (5) 

where vb is the voltage at node b, Pb is the active power 
demand at node b, Qb is the reactive power demand at node b, 
rab is the resistance branch a-b, and xab is the reactance of 
branch a-b. Therefore, converting (1) into a minimization 
function and combining it with the former two equations gives 
the following multi-objective function: 

5��
 = �� 67	�	 + 7'�' + 7- 	
89�:
;  (6) 

where w1, w2, and w3 are weights assigned to the individual 
objective functions. 

2) Constraints 

The multi-objective function for this optimization problem 
is subject to the following constraints: 

a) Power Balance (Equality Constraints) 

The algebraic sum of all input and output active and 
reactive power flows through the system should be equal: 

��<� + ∑ �=>?(@ABC&	 + ∑ �DEFD(GC&	 −  

    ∑ �H���(IJC&	 − ∑ �H(�KC&	 = 0   (7) 

��<� + ∑ �=>?(@ABC&	 + ∑ �DEFD(GC&	 −  

    ∑ �����(�KC&	 − ∑ �H(�KC&	 = 0    (8) 
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where Psub and Qsub represents substation active and reactive 
power, respectively, PL and QL are active and reactive load 
demands, Ploss and Qloss are active and reactive power losses in 
the zth branch, PSMES and QSMES are the active and reactive 
powers of the SMES, PWTG and QWTG are the active and reactive 
powers of WTG [27]. 

b) Inequality Constraints 

The voltage magnitude at each bus must be kept within an 
acceptable range at all times: 

/MNMO ≤ /M ≤ /MN�Q     (9) 

where Vmin and Vmax are the minimum and the maximum 
voltage limits. The current magnitude of each line Ir must 
remain within acceptable operating limits to avoid any 
excessive thermal stress of the line: 

R� ≤ R�N�Q     (10) 

The maximum-minimum power limit constraint for SMES is: 

��NMO ≤ �� ≤ �DE�Q     (11) 

and ��NMO = �� =  �DN�Q  as the power rating of each SMES is 
fixed. 

3) Grasshopper Optimization Algorithm (GOA) 

GOA mimics the swarming behavior of grasshoppers. Each 
grasshopper in the swarm has its position that corresponds to a 
possible solution to the optimization problem [32]. Xi 
represents the position of the ith grasshopper as: 

�M = SM + TM + UM     (12) 

where Si is the social interaction, Gi is the force of gravity on 
the ith grasshopper, and Ai is the wind advection. Social 
interaction is the dominant part all coming from grasshoppers 
themselves defined in: 

SM = ∑ VWXM:YXZ[\(:&	:]M
    (13) 

where N denotes the number of grasshoppers, XM: = ^�: − �M^ 
defines the Euclidean distance between the ith and the jth 

grasshopper, XZ[\ =  _`a_)
b)`   is a unit vector from the ith to the jth 

grasshopper, and s is a function to define the strength of social 
forces represented by: 

V�3
 = �c2deJ
K −  c2da�   (14) 

where f indicates the intensity of attraction, r is the force of 
repulsion, and l is the attractive length scale that has a value in 
[0, 4] and controls the attraction or repulsion between 
grasshoppers. The area where there is no attraction or repulsion 
is called a comfort area. The comfort area exists at an exact 
distance of 2.079. The distance should be normalized to the 
interval [1, 4], as the s function cannot handle strong forces 
with large distances. The G component has two parts, as g is 
the gravitational constant, and cfg  shows a unity vector towards 
the center of the earth. The mathematical definition is given by: 

TM =  −hcfg      (15) 

The wind advection Ai is given by: 

UM = icjk      (16) 

where u represents the drift constant and cjk  is a unit vector in 
the wind direction. Using components, (1) can be written as: 

�M = ∑ VW^2: − 2M^Y _`a_)
b)`

(:&	:]M
− hcfg + icjk  (17) 

An improved version of this equation can be: 

�Mb = l m∑ l <Ina�In
'

(o&	o]M
VW^2:b − 2Mb^Y _`a_)

b)` p + qb\ (18) 

where ubd  is the upper bound, lbd  is the lower bound in the dth 
dimension and qb\ is the value of the dth dimension in the target 
(best solution found so far). The G component is ignored 
assuming no gravitational force and wind direction is always 
towards a target. The decreasing coefficient c is used twice in 
(18) for controlling forces between grasshoppers and is updated 
by (19). The outer c maintains the balance between exploration 
and exploitation, while the inner c reduces repulsion/attraction 
forces between grasshoppers proportional to the number of 
iterations. 

l =  lN�Q − r st�uast)v
H    (19) 

where cmax = 1 is the maximum value, cmin = 0.00001 is the 
minimum value, l indicates the current iteration, and L is the 
maximum number of iterations. GOA is extended by MOGOA 
to address multi-objective optimization problems. The target 
selection is based on crowding distance, similar to one in 
MOPSO [33] using: 

�M = 	
E)      (20) 

where Pi is the probability of choosing the target from the 
archive and Mi is the number of solutions in the neighborhood 
of the ith solution. Later this probability helps find the target 
using roulette wheel selection. 

4) Simulated Annealing (SA) 

SA is a stochastic search technique that originated from the 
principles of Monte Carlo simulation. This algorithm 
demonstrates the capability to effectively address complex 
combinatorial optimization problems. The annealing process 
involves simulating the thermal motion of atoms in the 
presence of a heat bath, where the temperature gradually 
decreases from a higher value to a lower one [34]. SA can 
avoid local optima by adjusting the temperature and modifying 
the solution according to a probability function: 

��∆x
 = c e∆y
Az{    (21) 

where KB is Boltzmann's constant, T is the current temperature 
and ΔΕ is the change in the energies of atoms.  

5) Hybrid Multiobjective GOA and SA 

A new hybrid model of MOGOA was introduced, 
incorporating SA [33]. This approach involves mapping the 
position of the new grasshopper to the current optimal position 
within a symmetrical interval, which is determined by the 
product of the current temperature and a random number 
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mapped to the dimensional space. By applying SA, the 
algorithm can randomly alter the current value of the control 
parameter c. This adaptation helps improve the search process, 
leading to the discovery of high-quality solutions, as shown in: 

|O}j = |��b ∗ �1 $  V
 ∗ caO�∗�~  (22) 

where Cnew is the new perturb c, Cold is its value in the previous 
iteration, constant in the first iteration but later updated in every 
iteration, ns is the number of steps in SA, and N is the number 
of grasshoppers in the swarm. In the annealing process, the 
temperature is adjusted by:  

qO}j � q��b ∗ �    (23) 

where a is the cooling coefficient which decreases temperature 
in each iteration. SA was used to change the value of inertia 
weight. When the fitness of the population increases, the new 
value of c is accepted, otherwise, the probability is calculated 
by applying the Gaussian probability function: 

T��
 � �� �1.0, cam�)�v�GGv��e�)�v�GG�Knz{A p� (24) 

where fitnessnew is the fitness after obtaining the new value of c 
using (12), fitnessold is the fitness in the previous iteration, T is 
the annealing temperature, and KB is Boltzmann's constant. The 
following equation changes c using G(t) and the next iteration 
starts: 

|O}j � |��b ∗ T��
    (25) 

The updated values of c obtained through the SA process 
are used in MOGOA to adjust the positions of grasshoppers. 
Through the optimization process, the SA search component 
aids the hybrid MOGOA in escaping local optima and reaching 
global solutions. Figure 2 displays a flowchart of the steps of 
the hybrid MOGOA and SA. These steps are summarized as 
follows: 

 Step 1: Input the network line and bus data. 

 Step 2: Run load flow calculation and record the results 
(power losses, node voltage, AVDI, VSI). 

 Step 3: Place the WTG systems at the specified load, run 
load flow calculation, and record the results (power losses, 
node voltage, AVDI, VSI) 

 Step 4: Initialize the MOGOA-SA parameters: Number of 
grasshoppers, maximum number of iteration, minimum 
value of c, maximum value of c, lower bound, upper bound, 
dimension, change in the energies of the atoms, number of 
steps in SA, cooling coefficient, and annealing temperature, 
as observed in Table II. 

 Step 5: Calculate the fitness function of each search 
individual. The fitness function is evaluated by (6) for each 
individual. 

 Step 6: Evaluate the population fitness using (21). The 
selection operator is then employed to choose parents for 
reproduction. With the crossover and mutation operators, 
new offspring are generated. The Pareto dominance 

operator is utilized to identify non-dominated solutions, 
while the archive operator stores these Pareto-optimal 
solutions. The crowded distance operator is employed to 
maintain diversity within the population. The roulette wheel 
selection operator is engaged to select a target from the 
archive. 

 Step 7: update coefficient c using (22) to achieve a balance 
between exploration and exploitation. Also, update the 
position of a current individual (i.e. the SMESs) using (25). 

 Step 8: Output load flow results (power losses, node 
voltage, AVDI, VSI) and the optimal locations for the 
SMESs by checking the constraints and storing the solution 
according to the best fit. Then, update the best search 
individual and repeat steps 5, 6, and 7 until reaching the 
maximum iteration. 

TABLE II.  HYBRID MOGOA-SA PARAMETER VALUES 

Parameters Symbol Values 

Number of grasshoppers N 10 
Maximum number of Iteration L 20 

Minimum value of c Cmin 0.00004 
Maximum value of c Cmax 0.1 

Lower bound lbd -7 
Upper bound ubd 7 
Dimension d 2 

Change in the energies of the atoms ΔΕ 1.67 
Number of steps in SA ns 5 

Cooling coefficient α 0.95 
Annealing temperature  Τ 200 

 

 
Fig. 2.  Flowchart for hybrid MOGOA and SA. 

III. RESULTS AND DISCUSSION 

A.  Optimal SMES Placement 

Table III exhibits the optimal placement for the SMESs 
determined by the hybrid GOA-SA algorithm.  
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TABLE III.  SUMMARY RESULTS FOR OPTIMAL 
PLACEMENT OF SMESS 

- 
Base 

case 
Case I Case II Case III Case IV 

Placement - 47,22,8 14,10,25 47,22,8 14,10,25 

TABLE IV.  VOLTAGE MAGNITUDE FOR THE CASES 

Node No. Base Case WTG Case I Case II Case III Case IV 

1 0.999 0.999 0.999 1.020 0.961 0.929 
2 0.999 0.999 0.999 1.017 0.961 0.928 
3 0.999 0.999 0.999 1.013 0.961 0.928 
4 0.999 0.999 0.999 1.002 0.961 0.928 
5 0.999 0.999 0.999 1.001 0.961 0.928 
6 0.999 0.997 0.999 1.000 0.961 0.928 
7 0.998 0.989 0.989 1.000 0.960 0.928 
8 0.998 0.976 0.989 1.000 0.960 0.928 
9 0.998 0.975 0.989 1.000 0.960 0.913 

10 0.999 0.973 0.990 1.000 0.961 0.913 
11 0.995 0.972 0.986 1.000 0.957 0.913 
12 0.993 0.970 0.984 1.000 0.955 0.913 
13 0.984 0.964 0.975 1.000 0.946 0.910 
14 0.986 0.962 0.977 1.000 0.948 0.901 
15 0.987 0.961 0.978 1.000 0.949 0.901 
16 0.986 0.960 0.977 1.000 0.948 0.901 
17 0.985 0.957 0.976 1.000 0.947 0.900 
18 0.984 0.957 0.975 1.000 0.946 0.900 
19 0.983 0.957 0.974 1.000 0.945 0.900 
20 0.982 0.956 0.973 1.000 0.944 0.900 
21 0.981 0.956 0.972 1.000 0.943 0.900 
22 0.985 0.956 0.976 1.000 0.947 0.900 
23 0.982 0.956 0.973 1.000 0.944 0.909 
24 0.980 0.956 0.971 0.998 0.942 0.909 
25 0.981 0.956 0.972 0.997 0.943 0.909 
26 0.979 0.955 0.970 0.989 0.941 0.920 
27 0.978 0.955 0.969 1.000 0.940 0.920 
28 0.976 0.955 0.967 1.000 0.938 0.923 
29 1.000 1.000 0.991 1.000 0.962 0.923 
30 0.999 0.999 0.999 1.000 0.961 0.923 
31 0.999 0.999 0.999 1.000 0.961 0.923 
32 0.999 0.999 0.999 1.000 0.961 0.923 
33 0.999 0.999 0.999 1.000 0.961 0.923 
34 0.999 0.999 0.999 1.000 0.961 0.923 
35 0.999 0.999 0.999 1.000 0.961 0.923 
36 0.999 0.999 0.999 1.000 0.961 0.923 
37 0.999 0.999 0.999 1.000 0.961 0.923 
38 0.998 0.999 0.989 1.000 0.960 0.923 
39 0.998 0.999 0.989 1.000 0.960 0.923 
40 0.998 0.999 0.989 1.000 0.960 0.923 
41 0.996 0.998 0.987 1.000 0.958 0.923 
42 0.995 0.996 0.986 1.000 0.957 0.923 
43 0.995 0.997 0.986 1.000 0.957 0.923 
44 0.993 0.997 0.984 1.000 0.955 0.923 
45 0.988 0.996 0.979 1.000 0.950 0.923 
46 0.987 0.996 0.978 1.000 0.949 0.923 
47 0.994 0.994 0.985 1.000 0.956 0.923 
48 0.994 0.994 0.985 1.000 0.956 0.923 
49 0.993 0.993 0.984 1.000 0.955 0.921 
50 0.993 0.993 0.984 1.000 0.955 0.921 
51 0.992 0.987 0.983 1.000 0.954 0.921 
52 0.991 0.975 0.982 1.000 0.953 0.920 
53 0.990 0.971 0.981 1.000 0.952 0.918 
54 0.987 0.967 0.978 1.000 0.949 0.916 
55 0.984 0.962 0.975 1.000 0.946 0.914 
56 0.985 0.940 0.976 1.000 0.947 0.909 
57 0.984 0.930 0.975 1.000 0.946 0.901 

 

It was assumed that the optimal placement obtained for the 
discharge operations of SMESs is the same as for the charging 
operation. Cases I and II have moderately dispersed SMESs. 
The reason behind this could be that, in the discharging 
operation, an effective minimization of active power loss, 
reactive power loss, AVDI, and maximum VSI might occur. 
This can cause a minimal deterioration in technical 
performance, which is expected in the charging mode of 
operation of the SMESs. 

1) Network Voltage Profile 

The network voltage magnitude for all four simulation 
cases is shown in Table IV. Introducing the WTG at a 30% 
penetration level into the distribution network leads to 
deterioration of the voltage profile, with a minimum voltage of 
0.930 p.u. at node 57. When the SMESs are placed in the 
network in the discharge mode of operations, improvement is 
noticed in cases I and II. This improvement in the network 
voltage magnitude is a result of the SMESs serving as 
generators, thereby counteracting the drop in the voltage 
magnitudes. Maximum voltage magnitude of 1.020 p.u. at node 
1 and minimum voltage magnitude of 0.989 p.u. at node 26 are 
obtained. In the charging mode of operation for case II, it was 
assumed that the SMESs are in the optimal location, as in the 
discharge case. Cases III and IV have a minimum voltage 
magnitude of 0.901 p.u at node 57. It was observed that the 
voltage magnitude of the nodes in the network drops as the 
sizes of the SMESs increase from 100kW to 200kW. Using the 
hybrid GOA-SA algorithm, we can say that when SMESs are 
placed optimally, there is significant improvement in the 
voltage magnitude during the discharging modes of operation 
of the SMESs. 

2) Average Voltage Deviation Index (AVDI) 

The VDI of a node can be defined as the difference between 
the actual voltage value seen at the node and the reference 
voltage, which is often represented as 1 p.u. The average VDI 
value across all network nodes is used to compute AVDI. A 
decrease in value corresponds to an increase in the voltage 
stability of the network. Table V shows that the base case's 
AVDI increased by 30.08% as an outcome of WTG being 
integrated into the network, since it rose from 0.0186 in the 
base case to 0.0266 when the WTG was embedded at node 46. 
When SMESs are optimally placed using the proposed GOA-
SA method and operate in the discharge mode, the AVDI for 
Case I was 0.0132, reduced by 50.86%. In Case II, the AVDI 
was 0.0088, reduced by 66.91%. In the charging mode, the 
AVDI for Case III was 0.0278, and for Case IV was 0.0289, 
increasing by 9.02 and 12.86%, respectively. 

TABLE V.  AVERAGE VOLTAGE DEVIATION INDEX 

Scenario Case I Case II Case III Case IV 

Base Case 0.0186 0.0186 0.0186 0.0186 
WTG 0.0266 0.0266 0.0266 0.0266 

WTG+SMES 0.0132 0.011 0.0278 0.0289 
 

3) Voltage Stability Index (VSI) 

VSI measures network stability. The network's voltage and 
current magnitudes drive the VSI to estimate the distance 
between the operating point of the current and the collapse 
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point of the voltage [35]. As it decreases, the network's 
vulnerability to voltage instability increases. A greater VSI 
value raises network stability, unlike VDI. Table VI portrays 
the minimum VSIs obtained from the simulation. 

TABLE VI.  MINIMUM VOLTAGE STABILITY INDEX 

Scenario Case I Case II Case III Case IV 

Base Case 0.739 0.739 0.739 0.739 
WTG 0.735 0.735 0.735 0.735 

WTG+SMES 0.931 0.988 0.728 0.671 
 

VSI decreased by 14.14%, from 0.839 to 0.735, as a result 
of the WTG's integration into the network. During the 
discharge mode of the SMESs, for Case I, the minimum VSI 
was 0.931, increased by 26.67%. In Case II, the minimum VSI 
was 0.988, increased by 34.97%. In the charging mode, for 
Case III, the minimum VSI was 0.702, reduced by 4.49%. In 
Case IV, the minimum VSI was 0.641, reduced by 12.79%. 
The reduction in the minimum VSI of the network occurs as 
the size of SMESs increases under the charging mode of 
operation. The placement of SMESs using the GOA-SA 
method improved the net VSI of the network. 

4) Active and Reactive Power Losses 

In each simulation case, the integration of the WTG results 
led in a significant reduction in the overall active power loss, as 
it decreased from 158.06 to 56.11 kW, reducing the active 
power loss by 64.43% for the four cases, as illustrated in Table 
VII. In the discharging mode of operation of SMESs, for Case 
I, the active power loss decreased by 76.03%, from 56.11 to 
13.45 kW. In Case II, the active power loss decreased by 
82.57%, from 56.11 to 9.78 kW. In the charging mode of 
operation for Case III, the active power loss increased by 
14.86%, from 56.11 to 64.45 kW. In Case IV, the active power 
loss increased by 24.86%, from 56.11 to 70.06 kW. 

Table VIII indicates that in the discharging mode of 
SMESs, the reactive power loss increased by 24.88%, from 
99.86 to 75.01 kVar, when the WTG was incorporated into the 
network. This is because WTG can generate reactive power as 
well as active power. When SMESs are optimally placed in the 

network for Case I, the reactive power loss decreased by 
67.26%, from 75.01 to 24.56 kVar. In Case II, the reactive 
power loss decreased by 80.71%, to 14.56 kVar. In the 
charging mode of operation of SMESs, for Case III, the 
reactive power loss increased by 6.18%, from 75.01 to 58.78 
Kvar. In Case IV, reactive power loss increased by 8.21%, to 
81.16 kVar. The active and reactive power losses under both 
discharging and charging modes of operation were less 
compared to the base case. 

TABLE VII.  TOTAL ACTIVE POWER LOSS 

Cases Base Case (kW) WTG (kW) WTG+SMES (kW) 

Case I 158.654 56.11 13.45 
Case II 158.654 56.11 9.78 
Case III 158.654 56.11 64.45 
Case IV 158.654 56.11 70.06 

TABLE VIII.  TOTAL REACTIVE POWER LOSS 

Cases Base Case (kVar) WTG (kVar) WTG +SMES (kVar) 

Case I 99.86 75.01 24.56 
Case II 99.86 75.01 14.56 
Case III 99.86 75.01 58.78 
Case IV 99.86 75.01 81.16 

 

B. Validation of the Proposed Hybrid GOA-SA 

Tables IX and X show the comparison of the proposed 
hybrid GOA-SA algorithm for the optimal placement of 
SMESs in a distribution network with embedded wind power 
generation systems with GOA and SA independently for the 
same objective. The proposed method for placing SMESs leads 
to reduced active power losses, reactive power losses, AVDI, 
and an improved VSI. In contrast to using the algorithms 
independently, their hybrid usage results in lower active and 
reactive power losses, reduced voltage deviation, and improved 
VSI. These findings demonstrate the effectiveness of the 
proposed hybrid GOA-SA in identifying the optimal nodes for 
SMESs. Furthermore, this shows the efficiency of the proposed 
hybrid method in leveraging the strengths of one algorithm to 
address the limitations of the other. 

TABLE IX.  COMPARISON OF THE RESULTS OBTAINED FOR DISCHARGE OPERATIONS USING CASES I AND II 

Algorithms Case I  Case II 

Opt. 
Location 

Min Volt 
(p.u) 

kW 
Loss  

Kvar 
Loss 

Min 
VSI 

AVDI Opt. 
Location 

Min Volt 
(p.u) 

kW 
Loss 

Kvar 
Loss 

Min 
VSI 

AVDI 

GOA- SA 47,22,8 0.9890 13.45 23.56 0.931 0.0132 14,10,25 0.9970 9.78 14.54 0.988 0.0088 
GOA 47,23,9 0.9768 13.71 25.03 0.927 0.0143 7,20,31 0.9871 10.34 15.12 0.979 0.0098 
SA 23,45,12 0.9618 14.32 24.56 0.928 0.0139 19,8,34 0.9862 11.73 14.83 0.968 0.0120 

TABLE X.  COMPARISON OF THE RESULTS OBTAINED FOR DISCHARGE OPERATIONS USING (CASES III AND IV) 

Algorithms Case III  Case IV 

Opt. 

Location 

Min Volt 

(p.u) 

kW Loss kVar 

Loss 

Min 

VSI 

AVDI Opt. 

Location 

Min Volt 

(p.u) 

kW 

Loss 

kVar 

Loss 

Min VSI AVDI 

GOA-SA 47,22,8 0.9294 64.45 79.34 0.702 0.0279 14,10,25 0.9000 70.05 81.16 0.0641 0.0289 
GOA 47,23,9 0.9133 66.23 80.58 0.701 0.0286 7,20,31 0.8951 72.19 83.26 0.0638 0.0293 
SA 23,45,12 0.9324 67.59 82.09 0.689 0.0286 19,8,34 0.898 73.00 83.29 0.0636 0.0297 

 

IV. CONCLUSION AND RECOMMENDATIONS 

This study focused on the optimal placement of SMESs in a 
distribution network with embedded WTGs using a novel 

hybrid GOA-SA optimization technique, considering four 
objective functions: active and reactive power losses, AVDI, 
and VSI. The objective was to optimally place SMESs to 
significantly improve the technical performance when 
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discharging, while considering its effect under the charging 
mode of operations using 100 and 200 kW SMESs. Integrating 
WTGs into the network significantly reduces the active and 
reactive power losses, but deteriorates the voltage profile in the 
network. The 200 kW SMESs in the discharge mode of 
operations performed the best in reducing active power losses, 
reactive power losses, and average voltage deviations and 
improved VSI. However, this resulted in a higher deterioration 
in the aforementioned technical parameters under the charging 
mode of operations. The novel hybrid GOA-SA method clearly 
shows its effectiveness in optimally placing SMESs in the 
network compared to GOA and SA independently. This 
concept can be utilized to determine the optimal placement of 
the SMESs for maximum savings in system operation costs. 
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