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ABSTRACT 

The issue of worker safety at construction sites has become increasingly prominent within the construction 

industry. Safety helmet usage has been shown to reduce accidents among construction workers. However, 

there are instances when safety helmets are not consistently worn, which may be attributed to a variety of 
factors. Therefore, an automated system based on computer vision needs to be established to track 

protective gear appropriate usage. While there have been studies on helmet detection systems, there is a 

limited amount of research specifically addressing helmet detection. Also, various challenges need to be 

addressed such as small object miss-detection and occluded helmet detection. To fix these issues, a 

Deformable Perspective Perception Network (DPPNet) is proposed in this paper. Two modules make up 

the proposed DPPNet: Background/Image Spatial Fusion (BISF) and Grayscale Background Subtraction 
(GBS). While the BISF module utilizes channel attention to blend feature maps from a current frame and 

the background, the GBS submodule in particular incorporates background spatial information into a 

current frame. Additionally, the DPPNet facilitates occluded and small helmet detection. Excessive 

training and testing experiments have been performed using the Safety Helmet Wearing Detection 

(SHWD) Dataset. Experimental results demonstrate the effectiveness of the proposed DPPNet network. 

The obtained findings exhibit that the suggested module significantly enhances the detection capabilities of 

small objects. Effective mean average precision results have been obtained on the SHWD dataset coming 
up to 97.4% of mAP.  

Keywords-safety helmet; construction sites; traffic accidents; violation detection; deep learning; DPPNet 

I. INTRODUCTION  

Safety is an enduring and noteworthy consideration in 
several sectors, with special emphasis on hazardous 
construction sites like chemical plants and building sites. 
Protective equipment, including safety clothes and helmets, 
plays a critical role in ensuring employees safety at 
construction sites with elevated risk levels. Helmets are very 
efficient in mitigating head injuries resulting from falling or 
splashing items. Similarly, safety gear serves as a protective 
barrier, shielding the body and arms from potential harm 
caused by exposure to dangerous chemicals and liquids. The 
absence of appropriate safety attire and helmets often has 
negative consequences for both families and society. Hence, 
monitoring the usage of safety apparel and helmets at factories 
or construction sites bears great importance and has wide-
ranging applicability. The existing legal framework and safety 
protocols mandate that both the individual in a position of 
authority and the contractor have the responsibility of ensuring 
the provision, oversight, and upkeep of personal protective 
equipment inside construction sites. Nevertheless, some 
employees may exhibit a decrease in their level of attentiveness 

as a result of insufficient information on safety measures or 
experiencing pain from prolonged use, thereby elevating the 
likelihood of safety incidents. 

Surveillance cameras are extensively used in contemporary 
society to oversee construction sites, mostly to supervise 
employees and enforce compliance with safety protocols. 
Although the installation of security cameras does not provide 
a significant obstacle, the ongoing task of watching the live 
feed proves to be burdensome. Continuous monitoring is 
necessary for human people, who are susceptible to committing 
mistakes. Individuals often experience a decline in 
concentration and vigilance after a few hours, which may lead 
to a lack of awareness of significant safety breaches. 
Furthermore, due to the presence of several cameras recording 
various areas inside the building site, it becomes impractical to 
watch all places simultaneously. Automated surveillance 
application offers a convenient and effective solution to address 
this issue. This approach implementation may be achieved by 
using machine learning methods or utilizing deep learning 
models. This study objective is to address the issue of safety 
helmet recognition in real-time recordings, specifically in the 
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context of industrial or construction sites or traffic management 
systems, to facilitate more efficient monitoring measures. 

The increasing advancements in computational capabilities 
and technological progress have led to the use of Artificial 
Intelligence methodologies, such as machine learning and deep 
learning, in addressing diverse challenges. These approaches 
have shown their efficacy in situations where conventional 
algorithms lack the necessary resilience to be effectively 
deployed across many scenarios. Although there have been 
previous efforts in this domain, the current body of research 
has yielded inadequate outcomes that lack practical 
applicability in real-world contexts. The limitations of previous 
studies mostly stemmed from the restricted range of datasets 
and inadequate identification of safety headgear. To maintain 
worker safety in construction sites, there is a growing demand 
for the development of an effective and dependable intelligent 
system that does not rely on human observers to determine 
whether or not the worker wears a helmet. Creating such a 
system is extremely desirable yet difficult due to factors such 
as lighting, occlusion, or low-quality security cameras. Deep 
learning is a potential method for automating the identification 
of worker helmets. 

In recent years, deep learning-based techniques gained 
undertakable success in solving various computer vision tasks 
including indoor object detection [3], wayfinding assistance 
[4], medical imaging [5], pedestrian detection [6], road sign 
detection [7], traffic light detection [8] and face recognition [9]. 
Furthermore, background subtraction technique has been 
successfully integrated into the object detection model. 
Background subtraction helps in isolating the foreground 
objects from the static or slowly changing background in a 
scene. By subtracting the background model from the current 
frame, the moving or dynamic elements (objects of interest) 
stand out. It is particularly effective for detecting moving 
objects in a video stream. By continuously updating the 
background model and identifying pixels that deviate 
significantly from this model, it is possible to detect and track 
objects based on their motion. Background subtraction is 
computationally efficient, and so suitable for real-time 
applications, while its straightforward nature, makes it easy to 
implement. It is a basic and effective method for scenarios 
where the assumption of a relatively static background holds. 
Advanced background subtraction techniques are designed to 
handle dynamic backgrounds where parts of the scene may 
change over time. These methods can adapt to gradual changes 
in the background, ensuring robust performance in a wide 
range of scenarios. Motivated by the great success of deep 
learning and background subtraction techniques, a combination 
of both was performed with many novel modifications to 
handle the studied task. 

The main aim of this work is to build a smart system used 
to detect helmets and to reduce the number of violations to 
ensure safety. To build such a system, deformable convolution 
has been employed. Deformable convolutions add adaptability 
to the convolutional kernels, allowing them to be adjusted to 
capture more precise and contextually relevant information 
from objects with varying shapes, orientations, and sizes, like 
helmets. This is in contrast to traditional convolutional layers, 

which use fixed grids for feature extraction. Different helmet 
designs, positions, and head shapes are frequently present in 
helmet detection scenarios. By allowing the convolutional 
filters to deform and align with the specific properties of 
helmets, deformable convolutions improve the network's 
capacity to manage such variability, leading to better 
localization and recognition accuracy. Moreover, the Grayscale 
Background Subtraction (GBS) module was deployed. 
Numerous advantages result from the incorporation of GBS in 
helmet detection, including enhanced foreground segmentation, 
noise reduction, contrast enhancement, adaptability to changes 
in illumination, real-time processing capabilities, decreased 
computational requirements, and generalization across various 
environments. The Background/Image Spatial Fusion (BISF) is 
the second module included in the proposed network. This 
module focuses on efficiently merging details from the current 
frame with its background to enhance scene understanding. The 
originality of this work is based on the use of different modules 
alongside with the CNN. Also, it is the first that uses 
deformable convolution in a background subtraction module. 
The suggested work ensures various contributions which are 
the following: 

 Proposing a neural network for safety helmet detection.  

 Proposing a sub-module used to enhance context 
understanding. 

 Evaluating the proposed model on real-world challenging 
conditions. 

 Achieving new state-of-the-art performances for safety 
helmet detection. 

II. RELATED WORKS 

An alarming rise in accidents has been largely attributed to 
the failure to wear helmets, particularly in situations involving 
constructions or activities that carry inherent risks. This 
disrespect for helmet safety precautions has augmented the 
number of fatalities, severe brain injuries, and head injuries 
among accident victims. For example, failure to wear a helmet 
by motorcyclists and cyclists has significantly increased the 
severity of brain injuries in traffic accidents. Detecting helmet-
use violators is a primary need to be resolved by the newest 
smart traffic management systems. Various works have been 
elaborated to tackle this issue. In the following, we will review 
the state-of-the-art works concerning the detection of helmet 
use violations.  

Various studies on biker and motorcycle helmet detection 
have been conducted. Two types of studies have been 
proposed: classical solutions and deep learning-based solutions. 
Hand-designed feature descriptors including Local Binary 
Pattern (LBP), Histogram of Oriented Gradient (HOG), and 
Scale-Invariant Feature Transform (SIFT) are used to extract 
the features of motorcycles and other vehicles. Last but not 
least, motorcycles are categorized using binary classifiers like 
Support Vector Machines (SVMs) and K-Nearest Neighbor 
(KNN). The challenge of determining motorcycle helmet wear 
was divided into two components in [10]. The first stage is to 
divide and classify the vehicle images. This phase objective is 
to find every moving object in the environment. In the second 
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stage, called helmet detection, an SVM classifier is involved to 
distinguish between images with and without helmets while a 
hybrid descriptor is used to extract image attributes. Authors in 
[11] employ the background subtraction method. In recent 
years, academics have suggested solutions based on deep 
learning. Motorcycle riders can significantly lower their risk of 
fatalities and head injuries in an accident by wearing helmets. 
The challenge of policing the helmet law and ensuring rider 
compliance continues to exist in many nations. Using computer 
vision and deep learning techniques, authors in [12] offer a 
unique framework that can distinguish between the driver and 
passengers and identify any riders who are not wearing 
helmets. The authors use a second head detection module and a 
unique tracking algorithm that takes advantage of auxiliary data 
like moving direction to enhance small objects detection. 
Experiment results prove the efficiency of the proposed work.  

The success of attempts to increase road safety through 
teaching and enforcement can be improved by video 
surveillance-based automatic detection of motorcycle helmet 
wear. However, there is still potential for improvement in 
current detection techniques, as seen by the inability to identify 
specific motorcycles or distinguish between drivers and 
passengers based on the use of helmets. Authors in [13] present 
a system for detecting and identifying individual motorcycles 
and tracking riders' specific helmet usage. Experimental results 
demonstrate the effectiveness of their work. They achieved a 
score of 0.7754 on the AI City 2023 Challenge Track 5 public 
leaderboard. Applications of deep learning-based image 
processing frequently use the recognition of safety helmets 
worn by construction workers as a target detection issue [34]. 
In [14], the authors present a study of an improved YOLOv5-
based approach that takes into account the difficulties posed by 
dense targets, intricate backgrounds in construction 
environments, and the irregular shapes of safety helmets. 
Experiments results showed that the enhanced model's 
detection accuracy is 91.6%, up 2.3% from the original 
network model, and its detection speed is 29 frames per second. 
To keep motorcycle riders safe on the road, it is essential to 
identify both helmeted and un-helmeted riders. In this context, 
Authors in [15] proposed a helmet detection system based on 
the YOLO v4 model. The achieved results demonstrate that 
this work presents good performances on traffic videos. 

The majority of traffic collisions involve motorcycles, and 
they can cause extensive damage [33]. The majority of places 
require motorcycle riders to wear helmets, yet for a variety of 
reasons, most people choose not to follow the law. In [16], 
authors proposed to build a helmet detection system based on 
YOLO v2 model. The authors demonstrate that when 
compared with traditional techniques this work provided better 
results. In [17], a real-time YOLOv5 Deep Learning (DL) 
model for detecting motorcycle riders and passengers and 
determining if the discovered person is wearing a helmet was 
developed and evaluated. During the experiments, the authors 
fed the model 100 videos, each of them lasting 20 seconds and 
shot at 10 frames per second. To improve the results of their 
work, the authors employed the data augmentation technique. 
This model achieved a mean average precision of 0.5267, 
ranking 11th on the AI City Track 5 public leaderboard. In 
[18], a real-time helmet violation detection system is proposed. 

The suggested system makes use of a novel data processing 
technique called few-shot data sampling to create a robust 
model with fewer annotations and a single-stage object 
detection model called YOLOv8 to detect helmet violations in 
real time from video frames. This system placed seventh in the 
2023 AI City Challenge, Track 5, with an experimental 
validation score of mAP of 0.5861. 

To reduce traffic accidents and increase public safety, it is 
essential to identify and punish such riders. Authors in [19] 
introduced a method for identifying, following, and tracking 
motorcycle riding infractions in dashboard camera footage. To 
effectively handle complex situations like occlusions, they use 
an object detector based on curriculum learning. To improve 
robustness and address the rider-motorcycle relationship, they 
provide a brand-new trapezium-shaped object boundary 
representation. Also, they present a regressor that produces 
bounding boxes for the riders who are obscured. Experimental 
achievements demonstrate this work efficacy evaluated on the 
SHWD dataset [20]. Wearing safety helmet is mandatory on 
construction sites to ensure safety. To detect safety helmet-
wearing [35], the YOLO v7 was deployed with many 
modifications. First, the input images with 3 channels in RGB 
space color was replaced by 16 channel input. Second, SIoU 
was deployed as a loss function. Finally, structured pruning 
was applied on the network head to reduce model size. The 
proposed method assessment compared to state-of-the-art 
object detection models proved its efficiency. Authors in [36] 
proposed a safety helmet detection approach utilizing a 
finetuned YOLO model. It was first trained on a large-scale 
dataset then the transfer learning technique was applied and the 
model was fine-tuned on safety helmet detection dataset. Good 
results were achieved but the model still struggles in detecting 
small objects.  

Numerous works have been proposed in the literature to 
lower the frequency of helmet use violations, but few of them 
achieve a better balance between processing time and detection 
accuracy. In this study, we propose a brand-new helmet and 
non-helmet use detection system using the benefits of deep 
learning, which can function in real-time and produce superior 
accuracy than the findings of the state-of-the-art systems. The 
proposed system can be incorporated into an intelligent traffic 
management system.  

III. THE PROPOSED APPROACH  

The development of a reliable safety helmet detection 
system is essential for upholding security rules and successfully 
reducing accident impact. This technological advancement not 
only ensures adherence to safety standards but also 
significantly increases safety levels. For this purpose, a 
DPPNet model was developed explicitly for detecting helmets. 
Basically, the proposed model is composed of two main 
modules which are BISF and GBS. While the BISF module 
deploys channel attention to blend frame and its background 
feature maps, spatial features of the background were 
incorporated into a current frame using the GBS module. In the 
following, we will detail the proposed architecture used to 
build the helmet violation detection system. Figure 1 illustrates 
the overall architecture of the proposed GBS and BISF 
modules. 
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A. Grayscale Background Subtraction 

It was suggested that the RGB properties of the backdrop 
and the instance's context should be combined. Initially, the 
Laplacian Pyramid Blending technique [21] was used to 
construct a background image. Subsequently, an additional 
grayscale channel was acquired through the process of 
background subtraction for a given frame. The GBS submodule 
is centered around a background image that lacks any 
discernible items. Nevertheless, there are two inherent issues 
with utilizing raw background images extracted from a dataset 
collected along roadways. The main issue is the persistence of 
diminutive items. Due to the substantial influx of individuals 
and automobiles, locating a time in metropolitan crossroads 
where the background is devoid of any objects proves to be a 

challenging task. This phenomenon greatly hinders the ability 
to effectively exclude tiny things, such as individuals and 
distant cars, from the background, hence introducing confusion 
to the overall background structure. Based on the findings of 
previous studies [22, 23], the accurate detection of small 
objects within a restricted receptive field is highly dependent 
on the use of global context regional, and spatial information. 
Convolutional neural networks use a shallow layer with a great 
resolution to effectively capture the spatial color information 
and limited receptive field. In accordance with the 
aforementioned approach, the GBS submodule was developed 
to acquire authentic local background information and a global 
context. 

 

 
Fig. 1.  Proposed GBS and BISF modules. 

Initially, the background of the grayscale images was used 
to create a GBS channel. To preserve both global information 
and regional spatial information to the greatest extent feasible, 
the GBS channel will be included in the present frame as an 
extra channel. The proposed modification involves the addition 
of a GBS channel to the existing R, G, and B channels to alter 
the present frames. To achieve channel unification for the GBS 
channel, the initial step was performed to normalize the 
average illumination to a predetermined constant value. In 
addition, a spatial attention module was employed to direct the 
attention of the networks towards the regions corresponding to 
smaller objects. A GBS channel was obtained by the utilization 
of a grayscale image since the GBS submodule primary 
objective is to facilitate the acquisition of contextual 
information and spatial features. The inclusion of RGB 
information was deemed unneeded for the purpose of 
accurately identifying and finding tiny objects. Nevertheless, 
when the input is high-dimensional, it might result in feature 
maps that are not well defined, especially if the backbone 
layers are not expanded. Indeed, the presence of a GBS channel 
introduces challenges in the process of feature extraction and 
diminishes the overall network resilience. To address this issue, 

a batch normalization layer [24] was suggested as a technique 
for normalizing illumination. This technique aims to enhance 
the effectiveness of extracting features by standardizing the 
mean luminance of the GBS channel, which is adjusted to a 
pre-established value.  

�����uses a standard formulation [25], presented in (1), to 

convert the input ����	��
��
 and ��������  to grayscale. 

����� �  �� � 0.299 � �� � 0.587 � �� � 0.11  (1) 

The red, green, and blue channels are represented by ��, 
�� , and ��, respectively, �����  is the combination of the current 

frame and the background grayscale. Generating a grayscale 
image by subtracting the L1 norm from the original is 
computed as: 

� �������!", $% �  &�����'!", $% ( �����)!", $%&       (2) 

where �����'!", $%  is equal to ����� ������� , and �����)!", $%  is 

equal to ����� ���	��
��
 background. � �������!", $% is the pixel 

value of (i, j) in �����  background subtract. 
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A method for normalizing light levels was created to 
standardize brightness when a gray background subtraction 
image was obtained: 

��
�*�+,-�
 !", $% � � �������!", $% � ��     (3) 

�� �  �. ( �,   

�, �  
'

/ .  0
∑ ∑ � �������!2, 3%0

�4'
/
	4'    

The variable �,  is the GBS channel average illumination, 
whereas �. represents the fi bias that is employed to modify the 

pixel value. The (i, j) pixel in the normalized gray background 

subtraction can be denoted as ��
�*�+,-�
!", $%. Therefore, the 
image of background subtraction is adjusted to have a 

standardized illumination. In this work, the value of �. is held 

constant at 20. Authors in [26], suggest that to achieve 
enlightenment, it is necessary to assign varying weights to 
distinct pixel places. Based on the aforementioned, the spatial 
attention concept was devised to acquire spatial knowledge 
pertaining to diminutive entities. As depicted in Figure 2, the 
function �*�5  is devised to consolidate the pixel’s max value 
within the input feature maps �,�6��, while ��7�  is devised to 

consolidate the pixel’s average value within the same feature 
maps. 

 

 
Fig. 2.  Proposed spatial attention module. 

Ultimately, two feature maps, namely �*�5  and ��7� , are 

produced, whereby the value of each pixel (i, j) may be 
computed as: 

�*�5!", $% � max ;<'!", $%, <)!", $%, … . . , <>�!", $%? (4) 

��7�!", $% �
∑ �@!,,A%BC

DEF
>�

  

The variable <�!", $% represents the value at position (i, j) 
within the nth channel. GH represents the aggregate quantity of 
channels. The application of a deformable convolution layer to 
the feature maps ����  results in the determination of the weights 
assigned to each pixel. 

B. Background/Image Spatial Fusion 

This module was designed to extract features from the 
current frame and its background to generate feature maps 
through a fusion technique. First, two backbones were charged 
to extract semantic features from the current frame and its 
background. Second, a special fusion was applied to aggregate 
features based on channel attention on residual convolution 
layers. 

The BISF module was partitioned into two distinct 
components: a cascade fusion module and the extraction of 
semantic features from the current frame background to 
combine feature maps obtained from two frames. Initially, two 
distinct backbones were devised to extract semantic 
information from both the background and the present image in 
a different manner. The applied methodology to integrate 
semantic features included the utilization of cascade fusion 
module maps using channel attention and residual convolution. 

The BISF architecture utilizes a common backbone for 
extracting spatial and semantic characteristics from both 
background and current images. This process is performed 
separately for each frame. The first box seen in Figure 1 serves 
as the background, while the second box, colored blue, 
represents the current frame. The fusion module requires the 
presence of relevant feature maps in each backbone, as 
anticipated. For instance, semantic feature map for the ith 
backbone layer's jth channel is denoted by Fij. The current 
image's lighting is described using this map. The inclusion of 

the background backbone equivalent channel 〖 F'〗 ij is 
necessary in order to accurately depict the total illumination in 
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a comparable manner, utilizing the same backbone. Using 
consistent spatial and semantic expressions helps improve input 
correlation in the fusion module. In addition, the BISF 
backbone module assures that the input of fusion layers 
possesses feature maps with the same dimensions. 

Features were extracted from the background and the 
current image using a postulated backbone structure. However, 
it is not certain that the best results would be produced by 
simply joining the two feature maps. To provide accurate 
background context, a module that combines background and 
present information was suggested. This module incorporates 
residual convolution and channel attention methods. As 
suggested by previous studies [27, 28], it is advisable to 
provide distinct weights to various channels within the feature 
maps. Regarding the BISF module, it incorporates channels 
that consist of semantic feature mappings derived from both 

current frames and the background. Therefore, a channel 
attention mechanism was devised to acquire distinct channel 
weights. Nevertheless, it is important to note that channel 
attention mechanisms are limited in their ability to just 
determine the varying weights of distinct channels. 
Consequently, it was not possible to execute a comprehensive 
semantic fusion. The combined feature map was made from the 
channel attention resultsusing a residual convolution method. 
As seen in Figure 3, the process involves merging two feature 
maps, namely Fbackground and Fcurrent, into a single feature map 
denoted as Finput. To achieve distinct channel weights, I�0����+ , 
which utilizes a global average descriptor, is employed. Each 

channel's feature map value in I����  can be calculated as: 

I�0����+  !<�% � �� �  '

/ .  0
∑ ∑ <�!", $%0

A4'
/
,4'       (5) 

 

 
Fig. 3.  Proposed fusion module 

The variable ��  represents channel c value within I���� . 

The variable <�  represents channel c value in I,�6�� . The 

variables W and H represent channel c width and height, 
respectively. In order to maximize the utilization of the 

collected data from I���� , I.�++�  has been developed to 

incorporate channel-wise weights. Producing a one-hot tensor 
involves the use of a sigmoid activation function and using a 
fully connected (FC) layer. This can be computed as: 

I.�++� !��% � J� � KL�'!J'%M �  K!�'!N!�)!��%%% (6) 

Let J� ∈ ℝQ  represent channel c value in I/�,� . The 
parameters �' , δ, and �)  pertain to a constriction in a neural 
network architecture consisting of two fully connected layers 
and a Rectified Linear Unit (ReLU) activation function. Let 

J' ∈ ℝQ/�  be a feature map for dimensionality reduction, 
where r is the reduction ratio. Next, a sigmoid activation 
function σ is utilized to calculate the weight of each channel. 

Following the process of channel attention, a deformable 
convolutional layer will be utilized on I
��6�� , using a kernel 

size of 3. This operation aims to extract semantic information 
from the feature maps generated by channel attention. In 
conclusion, the residual link integrates textures with the current 
feature, hence maximizing the utilization of the present feature. 
The output values may be determined using (7): 

I
��6�� � I
�.�
�7 � I�������              (7) 

The current frame value is I������� , used in the 

computation. I
��6��  is a tensor with the same dimension as 

I������� , ensuring compatibility with residual block dimension. 
However, varied layers encompass a multitude of distinct 
pieces of information. Specifically, shallow layers primarily 
capture local information, whereas contextual and semantic 
information from the surrounding environment are captured 
with deep layers, which are essential for detecting tiny objects. 
In order to aggregate multi-level correlation data, a cascade 
fusion module with three BISF fusion layers was designed. 
Traditionally, the first fusion module was used to join spatial 
information. Contextual features were combined utilizing the 
third fusion module. 

To enhance computing efficiency during the inference 
phase, it is possible to pre-obtain all background feature maps 
without the need for repeated inference. This is feasible due to 
the fixed nature of the background image and the backbone 
parameters. Given this information, it can be concluded that the 
inclusion of a cascade module is the sole supplementary 
computational expense during the inference phase. This 
particular module offers a favorable equilibrium between cost 
and accuracy. 
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In order to accomplish the task of detecting small helmets 
on the roadside, we developed DPPNet by integrating an FPP 
module with the YOLOv5 network, which is a commonly 
employed framework for object detection. As seen in Figure 4, 
the inclusion of the GBS submodule inside the image 
preprocessing stage of the present image was undertaken to 
ameliorate the availability of superficial context and spatial 
information. The BISF submodule was included in the current 
frame underlying structure to enhance tiny objects detection 
accuracy by acquiring background contextual information. To 
upgrade the conciseness of the network design, a spatial 
attention layer from the GBS was integrated with the BISF 
fusion module. A cascade fusion architecture was employed to 
strike a balance between model complexity and detection 
accuracy. This architecture consisted of three fusion modules, 
utilized to capture more detailed regional textures from the 
current frame and broader global context from the background. 
Simultaneously, the PANet methodology was employed to 
facilitate tiny object detection using detectors that provide a 
wide receptive field. At the end of the network, three distinct 
detection heads were exploited to identify varying sizes 
objects. The ultimate output size for each detector head is 
determined as: 

S
��6�� � 3 � J � ℎ � !V� � 5%         (8) 

where S
��6��  represents the ultimate outcome of the forecast. 

The numerical value 3 portrays the quantity of 3 anchors 

allocated for each grid. The width and height of the final 
feature maps denoted as J and ℎ respectively, are specified in 
this study. Specifically, J' and ℎ' are both equal to 52, J) and 
ℎ) are both equal to 26, and JW and ℎW are both equal to 13. 

The variable V� responds to the total number of classes. The 
height, width, and the expected bounding box position, as well 
as the forecast confidence are represented by the number 5. The 
loss function is composed of three distinct components, namely 
the location loss, confidence loss, and category loss. The 
location loss is computed using the Generalized Intersection 
Over Union (GIOU) loss [29], whereas the confidence loss and 
category loss are calculated using the cross-entropy loss. The 
loss function is computed by (9): 
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Fig. 4.  Proposed DPPNet for helmet detection. 

The abbreviations X� , X�+ , and X,
� , characterize the 
concepts of category loss, confidence loss, and location loss. 
The variable S describes the final feature map dimensions, 

specifically 13, 26, and 52. The variable B represents each 
grid's allotted tally of anchor boxes. In the context of this 
article, B is defined as 3. The variable Liou denotes the 
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location loss, specifically for a single item. The indices i and 
j are used to indicate that the comparison is made between 
the predicted bounding box and the Ground Truth (GT) 
object. If the overlapping area between the predicted 
bounding box and one GT object is greater than the 
overlapping area with another GT object, the former is 
included into the location loss function. In a similar vein, the 
notation 1noobj reflects the scenario when the overlap is 
below a certain threshold and is hence excluded from the loss 
function. Lc encompasses both true prediction and false 
prediction. The variable Ci portrays the confidence score for 
the predicted box, whereas (Ci) ̂ symbolizes the confidence 
of the ground truth. The value of (Ci) ̂  is equivalent to 1. The 
acronym Lcls refers to the concept of category loss. In this 
context, (pi) ̂(c) responds to the true category of the GT item, 
whereas pi (c) represents the category assigned to the 
predicted object. The normalizer parameters in YOLOV5, 
denoted as λiou, λcls, and λc, are provided. 

IV. EXPERIMENT AND RESULT 

A. Data and Environment Setup 

Experiments including training, validation, and testing 
have been carried out using the SHWD dataset [20]. It 
comprises a collection of 7581 images. Among those images, 
there were a total of 9,044 instances of human safety helmet-
wearing objects and 111,514 instances of regular head 
objects. The aforementioned images were obtained from 
authentic building sites and included a diverse range of 
perspectives. The provided dataset is appropriate for 
conducting both single-class (Helmet alone) and multi-class 
(Helmet and No Helmet) detections. 

One of the most prevalent challenges encountered in deep 
learning-based networks is the presence of class imbalance, 
which gives rise to many issues, such as suboptimal 
detection outcomes. In order to mitigate this issue, a data 

augmentation strategy is used. Multiple data augmentation 
techniques were implemented, including horizontal flipping, 
vertical flipping, picture translation, random cropping, 
brightness adjustment, and random translation. Pytorch was 
employed for network development with the support of 
CUDA acceleration. The NVIDIA GTX 960 GPU was 
engaged for both training and inferencing the networks. 

Three widely used indices, mAP, AP50, and AP50-95, were 
derived from the MS COCO dataset and utilized to assess the 
proposed DPPNet performance. When the IOU threshold 
between the GT bounding box and the prediction bounding 
box is set to 0.5, as it is in AP50, the average n is represented. 
The AP is calculated as an average of the mAPs obtained 
using the following IOU cutoffs: 0.5, 0.55, 0.6, 0.65, 0.7, 
0.75, 0.8, 0.85, 0.9, and 0.95. To optimize the parameters of 
our DPPNet, we employed Stochastic Gradient Descent 
(SGD) with a momentum of 0.9, a weight decay of 2e – 4, 
and a batch size of 16. The models underwent training until 
the training loss reached convergence during a span of 200 
epochs. This was achieved by utilizing an initial learning rate 
of 0.01, which was then reduced to 1e−4 via cosine 
annealing.  

B. Evaluation and Discussion  

According to the data shown in Table I, the proposed 
DPPNet demonstrated a significant improvement in the 
identification of tiny helmets, achieving a performance of 
93.7 for mAP. These results surpassed the performance of 
the original YOLOv5s model [31] by 9.6%. The performance 
of DPPNet surpasses that of the YOLOX [32] in terms of 
speed and detection accuracy. In comparison to the state-of-
the-art object detection network known as DINO [30], 
DPPNet demonstrates a small reduction in AP (0.9%) 
specifically for tiny items. However, it presents a noteworthy 
improvement regarding speed, being around 10 times 
quicker. 

TABLE I.  OBTAINED RESULTS OF THE DPPNET EVALUATION ON THE SHWD DATASET IN COMPARISON TO STATE-OF-THE-ART 
OBJECT DETECTION NETWORKS 

Model Backbone Parameters FPS AP50-95 (%) mAP(%) AP50(%) 

DINO [30] ResNet 50 46606102 3 71.3 94.6 98.2 

Yolo v5s [31] CSPNets 7035811 38 61.5 84.1 95.6 

Yolo Xs [32] CSPDarkNet 8939617 26 58.3 72.5 89.6 

DPPNet CSPNets 8229449 29 69.8 93.7 97.4 

 

DPPNet has the capability to enhance detection outcomes 
despite its uncomplicated structure and low computational 
requirements. The experimental results shown in Figure 5 
provide evidence that FPPNet is capable of detecting tiny 
helmets in various lighting settings, including both daytime and 
hard evening circumstances. Additionally, it demonstrates 
applicability not just in long-range detection scenarios but also 
in the identification of badly obscured objects. This finding 
suggests that the proposed model can be easily implemented in 
challenging situations. Also, the inference was accelerated by 
precompiling the feature mappings of the background frame so 
that it does not have to be inferred from scratch every time, 
resulting in greater computing efficiency during the inference. 
The BISF module consists of the attention mechanism and 
three convolutional layers and performs extra work during the 

inference. The GBS module is part of the data preprocessing 
step and so has little impact on processing speed. Increases in 
computational complexity and inference time are offset by the 
proposed modules while offering superior accuracy. 

In conclusion, the findings shown in Table I illustrate that 
DPPNet has strong generalization capabilities across different 
object detectors. Moreover, it yields significant advancements 
in tiny object detection and Average Precision (AP). 
Specifically, it has shown greater improvements for lightweight 
networks by offering a substantially higher amount of spatial 
and contextual information that is essential for such networks. 

C. Ablation Study  

In this part, we will detail the ablation experiments that we 
carried out in order to test the proposed modules' effectiveness. 
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The DPPNet parameters and settings were used for the hyper-
parameters. The efficacy of the fusion module, background 
subtraction procedure, and the GBS module was tested via a 
series of experiments. 

The GBS component entails both background elimination 
and spatial awareness. We included the GBS module into the 
base YOLOv5s to see how well it handles background 
subtraction. This was achieved by involving a gray background 
subtraction channel in the input frames and using a three-
spatial attention module in the neural network's central 
processing unit. In Table II, Row 1 depticts the original 
YOLOv5s, Row 2 displays the input data with an extra 
background image channel but no spatial attention, and Row 3 
illustrates the full GBS module application. As seen by the data 
presented in Table II, the incorporation of the GBS submodule 
resulted in a notable improvement in the performance of tiny 
object identification. The gray background subtraction channel 
demonstrated a 7.5% increase in mAP while maintaining a 
modest level of model complexity and computational expense. 

TABLE II.  IMPACT OF THE GBS MODULE ON THE 
PERFORMANCE 

Model Parameters AP50-95(%) mAP(%) AP50(%) 

Yolo v5s 7045823 53.7 70.9 89.1 

+ background 

image 
7046974 55.8 76.2 91.5 

+ GBS module 7047238 59.3 78.4 93.2 

 

Additional spatial information, such as shadows and 
regional textures, may be included through the background 
subtraction channel. Simultaneously, the inclusion of spatial 
attention yielded a performance improvement of more than 
2.1% when compared to the model that did not include spatial 
attention. This suggests that spatial attention has the ability to 
efficiently retrieve feature information within the spatial 
domain of tiny objects. 

The importance of the created background image was 
assessed by contrasting the outcomes achieved when using a 
basic background image against a normalized one. Considering 
the same network configuration, the findings are shown in 
Table III. It is worth noting that the performance of a 
normalized background image demonstrates a considerable 
level of robustness when compared to a simple background 
image. The results consistently demonstrated a 0.5% 
improvement when comparing raw backgrounds across all 
studies. This indicates that using a background image 
generation approach enhances the availability of semantic 
information and spatial features spatially when using 
normalized images. 

The fusion module was designed to combine feature maps 
from two different sources (the background and another 
backbone). We decided to replace the fusion module with two 
feature maps to see what effect it would have on the final 
product. Additionally, an experiment was conducted to assess 
how the deformable convolution layer influences the fusion 
component. According to the data shown in Table 4, it is 
evident that the fusion module exhibited superior performance 
compared to YOLOv5s, with a margin of 3.4% in terms of 
mAP. Additionally, the inclusion of the deformable 

convolution layer resulted in a 2% improvement in 
performance compared to the module without it. The findings 
show that the fusion module successfully acquired contextual 
information from the background while also preserving 
regional features from the present image. 

TABLE III.  IMPACT OF BACKGROUND IMAGE 
NORMALIZATION ON THE PERFORMANCE OF THE GBS 

MODULE 

Model Image AP50-95(%) mAP(%) AP50(%) 

Yolo v5s N/A 53.7 70.9 89.1 

+ GBS 

module 
Simple 58.9 77.9 92.8 

+ GBS 

module 
Normalized 59.3 78.4 93.2 

TABLE IV.  IMPACT OF THE DEFORMABLE CONVOLUTION 
ON THE PERFORMANCE OF THE FUSION MODULE 

Model Fusion AP50-95(%) mAP(%) AP50(%) 

Yolo v5s N/A 53.7 70.9 89.1 

+ BISF 

module 
normal 55.3 73.8 91.6 

+ BISF 

module 

Deformable 

convolution 
56.2 74.3 92.7 

 

V. CONCLUSIONS 

This study examines the major importance of ensuring 
safety in engineering practices within real-world contexts. 
Workers may guarantee engineering safety by wearing safety 
helmets in accordance with the prescribed rules. In order to 
achieve this objective, we have put forward a DPPNet model 
that consists of two modules: a GBS submodule and a BISF 
submodule. By subtracting the previous frame from the present 
one, we may extract the GBS module. The resulting one-
dimensional grayscale pictures are integrated into the existing 
scene. The networks attention was narrowed down on certain 
locations using spatial attention. The BISF component 
separates the current and background frames and creates 
feature maps for each. The maps are then fused together 
utilizing a cascade attention module. 

In accordance with the proposed modules, a novel 
architectural framework known as DPPNet was introduced 
with the aim of detecting safety helmets. The experimental 
findings indicate that DPPNet demonstrated favorable 
outcomes of 69.8%, 93.7%, and 97.4% in relation to AP0.5, 
mAP, and AP0.5:0.95, respectively. Additionally, the proposed 
model achieved a processing speed of 29 frames per second 
while getting a low computation complexity, which makes it 
suitable for real-world applications based on embedded 
systems. However, the proposed method presents a limitation 
regarding the generation of the background image that is made 
manually. This process limits the deployment of the suggested 
method in a large-scale manner. In future works, the point 
cloud technique may be integrated to make denser expressions 
and enhance the detection performance of small objects at 
complex backgrounds. 
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