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ABSTRACT 

This study presents a novel Binary Object Detection Pattern Model (BODPM) to detect objects with face 

key points and recognize them using the KERAS dataset. The proximity and accuracy of the recognized 

items were evaluated using computer vision techniques. The object recognition time interval and duration 

were recorded and stored permanently in a database, and the information was communicated to the 

visually impaired user as voice output. The normal face, without wearing a mask, was identified using 

binary patterns with proximity detection. Camouflaged objects were detected in a maximum probability 
range of 100%. The proposed method was tested, calculating accuracy and score, and compared with 

existing models, showcasing remarkable performance. The proposed method of normal and camouflage 
detection is a novel prediction with proximity analysis of objects in a frame.  

Keywords-binary object detection pattern model; KERAS dataset; visually impaired; computer vision; 

camouflaged object detection; parameter assessment 

I. INTRODUCTION  

Visually Impairment (VI) is a complicated challenge that 
may lead to unemployment in most areas of work around the 
world [1]. A native dataset was used in [2] to record and 
support users to determine objects in front of the visitor office 
of a visually impaired person. With the use of VI glasses, the 
visually impaired user was able to recognize visitors to their 
office and append user information to the native dataset, such 
as their name, timeslot of arrival, and proximity [3]. This will 
make it easier for visually impaired people to find employment, 
as they can record and keep visitor information on hand [4]. 
The primary objective of this study was to design and construct 
a framework to identify concealed objects and aid people with 
VI. This was achieved using the extensively recognized dataset 
from the KERAS repository [9]. This dataset was used to 
determine the spatial separation between the objects and to 
determine their respective designations. The study emphasized 
on the detection of the proximity of objects to VI individuals, 
gauging the degree of proximity as a percentage and 
establishing their significance in predictive analysis. Evaluation 
metrics, including accuracy and F-score, were considered when 
subjected to classifier tests. Details concerning user, time 
allocation, and related information were transmitted as audio 
input to the speakers. Simultaneously, this information was 

logged and integrated into the native dataset for update 
purposes. The scope of this study was limited to the facilitation 
of people with VI, helping them recognize familiar and 
unfamiliar individuals or objects and gauging the spatial 
intervals between them through the application of computer 
vision techniques. Such an assistive device not only expands 
the vocational prospects of visually impaired people but also 
contributes to improving their overall quality of life. In [5], a 
multitasking CV model was built in hybridization with a 
segmentation process at training levels. A similar model was 
also presented in [6], where the computer vision models 
Random Forest Tree (RFT) (85%), Decision Tree (DT) 
(80.8%), and K-NN (74.8%) showed good results, but unlike 
[5], without conducting a separate indoor and outdoor analysis. 
Table I shows previous studies and proposed models along 
with their identified gaps. 

The reviewed studies were significantly behind in some 
areas, although they confirmed that more efficient models 
could not detect objects, faces, and proximity at the same time. 
These research gaps included the following significant factors: 
(1) Merged or interlaced objects were difficult to identify [16], 
(2) could not handle collective problems such as objects, faces, 
and proximal detections simultaneously [7], and (3) the actual 
implementation could not be modeled due to the global nature 
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of the COCO dataset [8]. Furthermore, existing models need to 
accommodate a compatible database such as KERAS [9]. As a 
result, these gaps must be filled in the proposed model, which 
should be implemented, tested, and compared with existing 
models to determine its performance. 

TABLE I.  EXISTING MODELS AND METHODS 

Ref. Models and Methods Gaps identified 

[10] 

Constructed a sequence of actions 

employing computer vision 

models 

The demand for substantial 

computational intelligence was 

noted 

[11] 

Explored the significance of 

computer vision in the realm of 

security and its practical 

applications. 

Stressed the necessity for an 

object detection-centric safety 

protocol 

[12] 

Assessed the effectiveness of 

distinct classifiers, such as k-

means, kNN, DT, and RFT 

models. 

Anticipated enhanced 
performance from hybrid models 

when handling complex images 

[13] 

Investigated challenges and 

importance of interfacing with 

smart devices for object tracking, 

safety, and prediction accuracy 

Highlighted limitations of the 

COCO dataset, prompting the 

need for updates or hybrid 

datasets 

[14] 

Examined a dataset to categorize 

collected images and segment 

them into distinct components 

Identified the requirement for 

additional preprocessing for 

facial object images 

[15] 

Created an environment and 

motion-based facial identification 

system capable of alerting users 

and detecting concealed objects 

Expressed the potential for 

enhancing proximity and 

tracking mechanisms in the 

models 

[16] 

Employing the You Only Look 

Once v3 (YOLOv3) model, 

analogous face detection for 

animals was conducted, with a 

specific focus on pigs. 

The closeness percentage, 

however, decreased as the pigs' 

separation from the source 

device grew. As a result, the 

relationship between proximity 

percentage and separation 

between the items was inverse 

[17] 
Used in traffic management and 

control 

The proximity percentage of 

detection was very low 

[18] 

Explored techniques in image 

processing and visual perception 

to enhance the experience for 

individuals with VIs, offering 

improved input at a more 

affordable expense. 

The cost of building the model 

was comparatively high.  

 

II. METHODOLOGY 

Computer vision is an advanced technology that offers 
users valuable information and experience [20]. Its diverse 
applications include tasks such as drone image processing 
analysis and the development of educational visual aids. In the 
context of this study, the potential of this technology was 
harnessed to assist people with VI in object recognition and 
information retrieval. This was achieved using the KERAS 
dataset [21] in conjunction with information from other global 
datasets. In [22-23], a mobile platform was designed to both 
detect the proximity of objects and accurately identify them. 
This platform facilitated real-time object recognition and 
determination of source distance. However, it faced limitations 
in detecting camouflaged or masked faces directly in front of 
the user. The user would receive an auditory message detailing 
the identified and recorded object, excluding those that were 
camouflaged. This study addressed this limitation by devising a 
multiphase framework model, as shown in Figure 1. 

 
Fig. 1.  Model structure for implementing camouflaged object detection. 

The system incorporates a webcam or pinhole camera into 
smart blind glasses, which the visually impaired user employs 
to capture images. Alternatively, in the scenario of IoT-enabled 
glasses, a pi camera can be used [24]. This camera processes 
the image and employs box-shaped face detection techniques to 
identify blind spots on the object. The KERAS dataset is used 
to associate the recognized box face with the identification and 
labeling of the objects. The identified object is transmitted to 
the processing unit of the smart system, where it is stored as an 
output along with contextual information, timestamp, and date 
of detection. Subsequently, the text-to-speech conversion tool 
[25] converts the image data into textual form and the result is 
audibly relayed through internal or external speakers. BODPM 
introduces an innovative concept comprising three primary 
phases: 

 Training the model for object detection 

 Detecting normal or camouflaged objects 

 Evaluating parameters and providing speech-based 
assistance 

Figure 2 shows the framework for these three phases. In the 
initial phase of object recognition, the visually impaired 
individual captures an image using his smart blind glasses 
placed within his usual field of vision. The acquired image 
undergoes additional analysis to identify the specific boundary 
that outlines the face of the detected object. This identification 
process involves a comparison with the KERAS dataset used in 
TensorFlow-based object detection methods [26], particularly 
within models grounded in computer vision. The result of this 
identification becomes an integral part of the output from the 
first phase, serving as input for the subsequent phase focused 
on detecting either normal or camouflaged objects. Using the 
visual patterns established in the second phase, a novel 
algorithm called the Binary Object Detection Pattern Model 
(BODPM) is employed. This algorithm trains the models and 
differentiates between normal and camouflaged objects. The 
findings of the object detection phase, along with associated 
information, are subsequently forwarded to the final phase of 
the model. 
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Fig. 2.  The Binary Object Detection Pattern Model (BODPM) framework. 

Within this phase, an integrated proximity detection 
algorithm [27-28] calculates the distance between recognized 
objects and the visually impaired user. This model also records 
nearby objects, along with essential details such as the date and 
time of identification, during the transition from textual 
information to voice-based output in the text-to-voice 
conversion phase [25]. Here, the conversion engine processes 
the textual information and delivers the result audibly to the 
user. In a broader context, BODPM comprises two key phases, 
each underpinned by the following algorithms. 

Figure 3 shows the initialization of the learning rate, epochs 
for time measurement, and batch size with two categories of 
detections, including with and without mask, respectively. The 
image is captured from KERAS to preprocess and training. The 
image is converted into a matrix form with textual components. 
The textual components are further segregated into binary data 
to train the models on the x and y-axis of the image to be 
captured. Thus, the binarization associates the best features to 
be captured for a better augmentation of the data captured from 
the image. Then, the models from the TensorFlow and Keras 
datasets are used to evaluate the parameters 
AveragePooling2D, Dense, and Dropout, respectively. The 
initial base and face objects are loaded and trained with the 
models. Training is a continuous process, extended until further 
training is not required. If the model is trained, the model is 
compiled with loss and optimizer analysis. The model is tested 
and evaluated using the accuracy measure. Then the fitness 
function is applied and the model prediction is initiated. 
Finally, the trained models are evaluated and the efficiency was 
calculated. After initiating the fitness function to train the 
model, the object detection model was initiated as shown in 
Figure 3. 

Algorithm Camouflaged_Model_Train (CMT) 

Step 1: Initialize the Learning Rate, Epochs for 

Time Measurement, and Batch Size. 

Step 2: Create a list with two categories ‘Normal’ 

and ‘Camouflaged’. 

Step 3: Capture the images from the KERAS dataset 

and preprocess them. 

Step 4: Identify the image matrix in text form. 

Step 5: Convert the text images to Binary data 

with training models in the x and y axes. 

Step 6: Generate the image data for data 

augmentation including the following: = 

{rotation_range, zoom_range, width_shift_range, 

height_shift_range, shear_range, horizontal_flip, 

fill_mode}. 

Step 7: Load the TensorFlow-based KERAS models 

with input shapes and size. 

Step 8: Load the head model with evaluations 

including AveragePooling2D, Dense, Dropout. 

Step 9: Load the initial image parameters for base 

objects. 

Step 10: Test if the objects were trained. If Yes, 

no further training, else training is required.  

Step 11: If the model is trained, compile the 

model with loss and optimizer analysis. 

Step 12: Evaluate the model testing for Accuracy. 

Step 13: Apply the fitness function and train the 

model using validation data. 

Step 14: Test epochs until the end of the batch 

size. 

Step 15: Apply the model and predict the 

arguments. 

Step 16: Train the model in the background until 

detection is completed. 

Step 17: Evaluate accuracy and plot the loss in 

training. 

Step 18: Calculate Train_efficiency : = Loss / 

Accuracy. 

Step 19: Plot the image and display the results. 

Step 20: Terminate when object detection is 

completed. 

End CMT 

Fig. 3.  Camouflaged Model Train (CMT) algorithm for initiating object 

recognition. 

As shown in Figure 4, the initial image is captured from the 
video stream of a local web camera or any external device. 
FaceNet is used to detect the shape of the image. The 
confidence level is calculated from the image matrix. The 
bounding box for the object is measured using the product of 
shape_detections × array_matrix. The size of the object is then 
calculated from the selection points on the image face. The 
preprocessed image is converted from BGR to RGB using 
color and resizing options. Later, the detected faces are 
identified based on the user list and the use model algorithm to 
detect protective items. The path was assigned to calculate the 
weight to find key facial points. In the follow-up process, when 
the object comes inside the frame, the mask detection model is 
loaded to identify the video device and load the stream of 
bytes. The individual frame of the image is loaded and resized 
to the frame of the image based on visual patterns. The 
camouflaged_object_detection fitness function is applied to the 
captured frame to identify the parameters in the start and end 
points of the x and y axes (xstart, ystart, xend, yend, 
respectively) to identify objects and draw bounding boxes. The 
face is tested if it is normal or camouflaged. If normal, then the 
object is indicated with a bounding box in red color, else the 
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green color is used to indicate the camouflaged image. The 
probability_of_mask is calculated by finding the maximum of 
mask and without_mask multiplied by 100. The output 
bounding box is adjusted based on the detected object. Then, 
the color changes are modified based on the camouflaged or 
normal face. Finally, the probability percentage and the 
accuracy are displayed based on the detected object. The result 
is also saved in the native dataset to be used for future 
reference and verification by the visually impaired person, and 
is also a source of visitors at a particular point in time. 

 
Algorithm Camouflaged_Object_Detection (COD) 

Step 1: Capture an image from an external camera. 

Step 2: Detect the face as shape using facenet. 

Step 3: The confidence level is calculated from the 

image matrix. 

Step 4: Calculate bounding_box: = shape_detections × 

array_matrix. 

Step 5: Calculate the size of the object based on the 

selection points of the image face 

Step 6: Preprocess image from BGR to RGB using color 

and resizing options. 

Step 7: Detect faces based on the list of users and 

use the model algorithm to detect protective items. 

Step 8: Assign path and weight to calculate 

face_keypoints. 

Step 9: Load mask detection model. 

Step 10: Identify the video device and load the 

stream of bytes. 

Step 11: Read an individual frame from the image. 

Step 12: Resize the frame of the image based on 

visual patterns. 

Step 13: Apply the Camouflaged_Object_Detection 

fitness function on the captured frame. 

Step 14: Identify the parameters in the start and the 

end points of the x and y axes. 

Step 15: Identify the object and draw the bounding 

box. 

Step 16: Test if the face is normal or camouflaged. 

Step 17: If normal, indicate the bounding box in red 

color, else in green. 

Step 18: Calculate Probability_of_Mask: = Max(mask, 

without_mask)×100. 

Step 19: Adjust the output bounding box based on the 

detected object. 

Step 20: Modify color changes based on camouflaged or 

normal face. 

Step 21: Display the probability percentage and 

accuracy based on the detected object. 

End COD 

Fig. 4.  Camouflaged Object Detection (COD) algorithm for object 

recognition. 

III. RESULT AND DISCUSSIONS 

The proposed model was compared with existing models. 
Previous studies showed that the RFT, DT, and kNN models 
yielded accuracies of 85, 80.8, and 74.8%, respectively. The 
proposed model was tested using different image parameters. 
The model was implemented in Python coupled with 
TensorFlow. Figure 5 shows a preliminary object detection 
stage. 

As shown in Figure 5, the proposed model demonstrated its 
efficiency in recognizing specific individuals in two distinct 
locations. Both the timestamp of the visitor's presence and the 
proximity of the human subject were logged, exhibiting an 

improved performance rate of 82%. Additionally, all relevant 
data were systematically stored in a dedicated database. The 
proposed model surpassed the DT (80.8%) and kNN (74.8%) 
models. Furthermore, even the RFT model's 85% accuracy was 
exceeded in outdoor detections, achieving an impressive peak 
accuracy level of 98%. Figure 6 shows that the proximity 
performance was higher. The selected entities were the potted 
plant and humans, with a peak performance of 98%, surpassing 
existing models. The proposed model also recorded the object's 
date and time. Other tests explored the effect of merging two 
objects, one of which was a person. While the individual was 
identified with a proximity efficiency of 65%, the potted plant 
was detected with a proximity efficiency of 77%. 
Consequently, as shown in Figure 7, efficiency decreases when 
two items are combined. 

 

 
Fig. 5.  Object detection using the proposed model. (one of the authors 

captured during the detection process). 

 
Fig. 6.  Object detection in an outside environment (the participants gave 

permission to show their faces). 

 
Fig. 7.  Object detection of mixed objects. 



Engineering, Technology & Applied Science Research Vol. 14, No. 1, 2024, 12716-12721 12720  
 

www.etasr.com Sajini & Pushpa: A Binary Object Detection Pattern Model to Assist the Visually Impaired in detecting … 

 

The proposed model outperformed the existing models with 
an average difference of 1%, which is a considerable 
improvement. The experiments demonstrated that the entities 
could be recognized and locally detected without any systemic 
mistakes. As shown in Figure 8, the camouflaged detection was 
completed with a normal face indicated by the red bounding 
box, and the proximity detection accuracy was 100% for direct 
faces and 99.51% for faces that were turned. Figure 9 shows 
that face detection in masked form is indicated with a green 
bounding box, achieving 100% proximity efficiency. The 
proposed model was examined and implemented to identify 
that it could fit into any computer vision model. The proposed 
hybrid model was able to identify camouflaged faces and 
objects, outperforming existing models. The model was 
capable of identifying the objects and faces in both inside and 
outside environments with remarkable efficiency. 

 

 
Fig. 8.  Object detection in the normal face with red bounding box (one of 

the authors captured during the detection process). 

 
Fig. 9.  Object and face recognition after masking the face (the participants 

gave permission to show their faces). 

This study designed and implemented a novel framework 
called BODPM, which works as a hybrid of existing models. 
The proposed framework covered three aspects, including 
image capture, recognition, and proximity detection at the same 
time. In addition, this model also recorded the time slots in 
conjunction with the system information. Another noteworthy 
result of this study was the detection of camouflaged faces. 
Table II shows the overall comparative analytics of the 
proposed object detection process with the existing models. 
The proposed BODPM model outperformed RFT, DT, and 
kNN, with increased performance in positive measures such as 
accuracy and F-score, and reduced error rate. 

TABLE II.  COMPARATIVE ANALYTICS OF BODPM AND 
EXISTING MODELS IN OBJECT DETECTION  

Model Accuracy Error Rate F-score 

RFT 85% 0.67 0.83 

DT 80.8% 0.76 0.78 

kNN 74.8% 0.91 0.65 

Proposed BODPM 98% 0.43 0.98 

 

IV. CONCLUSION 

Based on the experimental results, the main objective of 
introducing an enhanced model was successfully realized, 
exhibiting superior performance over existing models. The 
proposed BODPM model demonstrated an outstanding peak 
performance of 98%, which has the potential to serve as a 
benchmark for subsequent research endeavors. In particular, 
both indoor and outdoor object detections achieved 
significantly high levels of reliability. Remarkably, the 
proposed framework effectively addressed all the shortcomings 
of previous models, aligning with the intended objectives. The 
integration of IoT-enabled devices would facilitate the 
proficient management of substantial quantities of image and 
video data, addressing a current limitation of the model. 
Consequently, this inventive framework has proven highly 
successful in providing a pertinent solution for individuals with 
VI, while also holding the potential to advance object 
recognition alongside proximity detection in the future. 
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