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ABSTRACT 

The evolution and improvements in electronic commerce and communications around the world have 

stimulated credit card use. With the support of smartphone wallets, electronic payments have become the 

most popular payment method for personal and business use; however, the past few years have also seen a 

major increase in fraudulent transactions. Corporations and individuals experience very negative impacts 

from such fraud. Therefore, fraud detection systems have received a lot of attention recently from major 

financial institutions. This paper proposes a fraud detection approach that deals with small and 

imbalanced datasets using Generative Adversarial Networks (GANs) for sample generation. Six machine-

learning algorithms were applied to real-world data. The accuracy of all six algorithms was above 85% 

and the precision was above 95%. Five of the six algorithms had a recall score greater than 90%. 

Furthermore, the Receiver Operating Characteristics (ROC), which measure performance at different 

thresholds, demonstrated scores greater than 0.90, except Naïve Bayes, which scored 0.81. The proposed 

approach outperformed the same algorithms in other studies. 

Keywords-fraud detection; credit card fraud; generative adversarial network; supervised learning; naive 

bayes; decision tree; imbalance datasets 

I. INTRODUCTION  

During the recent years, there has been a substantial 
increase in financial frauds, primarily due to the technological 
changes and cybersecurity breaches. In 2022, such frauds 
impacted personal assets by 10% and organizations by 39% [1]. 
Financial institutions had $28.58 billion in losses in credit card 
fraud worldwide in 2020, and this figure is expected to reach 
$49.43 billion by 2030 [2]. The employment of Artificial 
Intelligence (AI) techniques to monitor and detect fraudulent 
transactions can prevent an enormous amount of losses in the 
banking sector and increase the degree of trust customers have 
in financial institutions. Several studies have used Machine 
Learning (ML) to detect fraudulent transactions [3]. According 
to [4], 26% of credit card transactions were either attempted or 
actual fraud transactions. However, detecting fraudulent 
transactions is challenging for ML [5]. In [6], a comparison 
between ensemble learning and supervised algorithms was 
made in network traffic. In [7], a credit card fraud detection 
technique was presented, based on the Decision Tree (DT) 
algorithm. 

The current study addressed one of the main issues in ML, 
namely the lack of sufficient data and unbalanced datasets. The 
use of Generative Adversarial Networks (GANs) was used to 
generate synthetic data from a real-world dataset. Following 

the generation of the dataset, different ML techniques were 
applied: Logistic Regression (LR), DT, Random Forest (RF), 
Naïve Bayes (NB), extreme gradient boosting (XGBoost), and 
Adaptive Boosting (Ada-Boost). This study aimed to 
investigate the fineness of employing various AI techniques to 
detect credit card anomalies and to examine the ability of 
GANs to balance unbalanced datasets. The main contributions 
of this study are: 

 Proposing a solution for an imbalanced dataset in tabular 
data. 

 Implementing GANs to generate synthetic data. 

 Implementing 6 ML algorithms and evaluate their results. 

II. RELATED WORKS 

A method was proposed in [8] for the detection and 
assessement of the risk of credit card fraud. This method was 
based on an algorithm that can measure the relationships 
between variables and any related information to increase 
accuracy and decrease dimensionality. In [9], supervised and 
unsupervised credit card fraud detection methods were 
compared, showing huge performance restrictions when using 
supervised learning, with unsupervised learning performing 
better. In [10], a Financial Fraud Detection (FFD) model was 
introduced, based on ontology alert. The FFD model consisted 
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of 40 classes and subclasses and was capable of identifying 
transaction anomalies by initiating different alerts based on 
their severity levels. In [11], an LR algorithm was applied to 
detect credit card anomalies that occur during the purchase of 
movie tickets. In [12], supervised and unsupervised techniques 
were used to find suspicious behaviors in bookkeeping, using a 
real ledger dataset and applying data vectorization to solve sub-
ledger account size irregularities and to improve performance. 
Support Vector Machines (SVMs) and DT techniques were 
used in [13] to detect credit card frauds, using a highly 
imbalanced real dataset, and the results showed that DT clearly 
outperformed SVMs. In [14], several ML techniques were 
evaluated to detect fraudulent transactions, including outlier 
detection and ensemble methods. The influence of feature 
selection on performance was measured using feature 
engineering and analysis. In [15], recent advances in ML and 
Deep Reinforming Learning (DRL) were investigated to create 
a credit card fraud detection system, using a highly imbalanced 
dataset and resampling methods. In [16], nonlinear models 
were investigated, proposing credit card fraud detection 
methods that can be interpreted and those that are not tied in a 
particular way. These methods can be used simultaneously 
along any ML technique and provide the required tracing info 
linking inputs and outputs, thus avoiding reaching the black-
box model. In [17], a Multiple Classifier System (MCS) was 
used on credit card fraud datasets, achieving accurate fraud 
identification by using the sequential decision combination 
technique. This study used two learning algorithms: NB and 
C4.5, showing great classification results on majority and 
minority class samples for C4.5 and NB, respectively. In [18], 
the efficiency of using multiple neural networks in conjunction 
with hybrid data resampling was demonstrated to detect credit 
card abnormalities, using an AdaBoost technique with long 
short-term memory as its base. The proposed approach 
outperformed other algorithms, such as SVM and DT, on a real 
credit card dataset. In [19], a credit card fraud detection system 
was tested, combining CatBoot and Deep Neural Networks 
(DNNs) as a base learner, on an IEEE-CIS dataset consisting of 
590,540 instances. CatBoost was used to test whether users' 
overlapping prediction rates could improve. In [20], an 
experimental study was conducted on an imbalanced dataset, 
using classification algorithms such as C5.0, SVM, ANN, and 
NB. In this study, the problem of the imbalanced dataset was 
solved by balancing the classes using Random Oversampling 
(RO), which replicates the observations as long as the balance 
between classes is not reached. In [21], an intelligent 
mechanism for credit card fraud detection was used, which 
employed an optimized light gradient boosting machine 
(OLightGBM), which was tuned by integrating a Bayesian-
based hyperparameter optimization. The experiment was 
carried out on two real-world datasets, reaching 98.40% 
accuracy. In [22], a DNN was used as a representation feature 
model, and fraud transactions were identified by mapping the 
actual features of transactions to deep representations. This 
study also presented an improved loss function that recognizes 
angles among features along with distances and, consequently, 
can fully supervise deep feature learning. This method was 
evaluated in two large credit card datasets [22]. Table I presents 
a summary of recent works, indicating inconsistencies and 
areas for improvement regarding the listed algorithms. 

TABLE I.  COMPARISON OF RELATED WORKS 

Classifier 
Accuracy 

(%) 

Recall 

(%) 

Year of 

publication 
Reference 

LR 
94.51 97.36 2021 [15] 

36 71 2017 [23] 
99 69 2022 [3] 

DT 
88 91 2022 [24] 
99 74 2022 [3] 

NB 
97 82 2017 [23] 
99 14 2022 [3] 

RF 
99.99 99.98 2021 [15] 

92 86 2022 [24] 

XGBoost 
99.97 99.94 2021 [15] 

99 95 2022 [3] 
92 91 2022 [24] 

Ada-boost 
99 75 2021 [25] 
97 96 2021 [15] 

 

III. METHOD 

A. Generative Adversarial Network (GAN) 

A GAN is an unsupervised deep learning model that was 
invented in 2014 and has received great attention since [26-27]. 
The word "generative" indicates that it is a model that can learn 
any distribution of data, mimicking the original distribution. It 
is called "adversarial" since 2 neural networks are trained in a 
combative setting. The final word, "network", indicates the use 
of a deep neural network as an AI training algorithm. A very 
common and major problem during modeling is having 
imbalanced datasets. GANs can be used to generate synthetic 
data that can provide a solution to this complexity, as in [28]. A 
GAN consists of combined neural networks that conflict with 
each other. The first model is called the generator, and the 
second is called the discriminator. The generator network 
collects and generates samples, while after training, the 
probability of the discriminator making mistakes increases. 
Figure 1 presents the GAN architecture. A GAN equation can 
be:  

��, �� �  �	~��
� �ln ����� � ��~�� ��� �1 � ������� ! (1) 

where G is the generative model to be trained on the training 
data x, and D is the discriminator that discriminates among the 
various classes of data. The discriminator uses a binary 
classification with sigmoid activation to determine whether the 
data are generated or received from an actual sample, given an 
output that ranges between 0 and 1. From (1), z adds a slight 
noise sample as an input to the generator, ~μref represents the 
distribution from the actual data, and ~μz is the distribution 
from the generator. 

 

 
Fig. 1.  Generative adversarial network. 
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B. GANs for Tabular Data 

Although GANs are effective in generating images and 
textual data, the use of GANs on tabular data raises numerous 
challenges:  

 Data types can be numerical or categorical. 

 GANs distribute image data over space. Tabular data can be 
non-Gaussian, and then the network will not be able to 
propagate gradient details. 

 GAN generators do not recognize imbalanced categorical 
columns as a result of using samples generated from a 
standard multivariate distribution. 

This study used the CTGAN model [29], which is based on 
the GAN method and solves the non-Gaussian challenge by 
applying mode-specific normalization. CTGAN also uses all 
existing features of the dataset. 

C. Logistic Regression (LR) 

LR is often used to solve classification and predictive 
problems. The most common LR model is the binary one, 
which predicts binary classes by calculating the link between 
independent and dependent variables using statistical 
estimation. Considering the result is a probability, the 
dependent variable is restrained between 1 and 0. LR is widely 
used in classification problems and is well known for its 
performance, efficiency, and simplicity. It has also been used in 
similar experiments [3, 12, 30-31]. The LR formula is: 

"# � $% � $&'&# � ⋯  +  $)')# + *#  (2) 

where Yi is the dependent variable, X1i and Xki are the 
independent variables, β0 is the intercept, β1 and βk are the 
population coefficients, and εi is a random error. 

D. Naïve Bayes (NB) 

NB is an ML classifier based on Bayes' theorem. NB is a 
probabilistic algorithm that is widely adopted in different 
classification problems. NB assumes that all the features are 
independent from one another. The posterior probability P(x|c) 
is given by:  

+�,|.� �  +�,|.�+�.�

+�,�
     (3) 

and indicates how frequently x occurs when c has already 
occurred. 

E. Random Forest (RF) 

RF is an ML classifier technique that is used to deal with 
classification and regression problems. Following forest 
initiation, RF is trained by the bagging method, which is an 
ensemble algorithm used to fit numerous models on multiple 
subsets of a training dataset and then merges all predictions. 
The equation for RF is given by: 

      �/�/ = 1 −  ∑ � 1#�2  3
#4&    �4� 

where p represents the corresponding frequency of the 
observed class in the dataset, and c is the number of classes. 

F. Decision Tree (DT) 

DT can be used for both regression and classification 
problems. A DT consists of nodes and the first node is the root 
located on top of the tree. At each level of the tree, there is a 
condition that leads to a binary split of the existing node into 
subnodes. A decision will be made when a subnode, which is 
also called a leaf node, does not split anymore. Leaf nodes 
resemble a class label, while attributes are expressed on the 
nonleaf node of the tree. DT offers numerous advantages, 
including straightforward implementation, numerical and 
categorical data support, and providing instinctive knowledge 
expression. DT decisions are restricted to a binary output, 
affecting the performance the tree can handle. 

G. Extreme Gradient Boosting (XGBoost) 

XGBoost is an open-source implementation gradient boost 
algorithm. The distinction of XGBoost is its ability to control 
overfitting behavior while gaining superior performance. 
XGBoost is recognized for its speed, dealing with one of the 
well-known gradient-boosted tree inefficiencies, achieved by 
taking care of probable loss for all the splits to produce a new 
branch. The objective function in XGBoost consists of the loss 
function and a regularized term: 

ℒ�∅� =  ∑ ��89# , 8#�# +  Ω�∅�   (5) 

where ∅ represents the learned parameter set, l is used to 
calculate the distinction between 89#and 8#, and ; represents the 
regularization term. 

H. Adaptive Boosting (Ada-boost) 

Ada-boost is one of the first boosting methods. It operates 
by creating the model and having all data points equal with 
their weights, spreading greater weight to data points that are 
misclassified. This step gives greater importance to data points 
with higher weights. The Ada-boost equation is given by: 

<=��� = ∑ >?���=
?4&     (6) 

I. Evaluation Metrics 

The performance of the classification methods was 
evaluated and tested using a confusion matrix. The first metric 
used was accuracy, where True Positive (TP) indicates all 
legitimate transactions that are predicted accurately, True 
Negative (TN) is the total fraudulent transactions predicted 
accurately as fraudulent, False Positive (FP) is the total 
legitimate transactions predicted mistakenly as fraudulent, and 
False Negative (FN) is the total fraudulent transactions 
predicted incorrectly as legitimate. The accuracy metric was 
used to calculate the ratio of legitimate transactions to the total 
number of transactions [31]:  

@AABCDAE =  =FG=H
=FG=HGIFGIH

                 (7) 

The second metric was precision, which measures the ratio 
of accurately classified positives from all the positive 
predictions: 

JCKA/L/M� = =F
�=FGIF�

                      (8) 

Equations (9) and (10) display the Recall and F-measure 
metric calculations. 
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                      (9) 

< − OKDLBCK = 2∗FQR3#S#TU∗VR3WXX
FQR3#S#TUGVR3WXX

  (10) 

Matthews' Correlation Coefficient (MCC) was also used to 
measure the quality of the classifiers: 

YZZ = =F ∗ =H [ IF ∗ IH
\�=F G IF ��=F G IH ��=H G IF ��=H G IH � 

 (11) 

IV. RESULTS AND DISCUSSION 

A. Original Data 

The dataset contains credit card transactions made by 
European cardholders during two days of October 2018 [25]. 
This dataset is imbalanced, with 284,809 legitimate and 492 
fraudulent transactions. The data do not provide the original 
attributes for privacy concerns and were transformed using 
Principal Component Analysis (PCA). The result of that 
transformation is indicated by its attributes starting from V1 to 
V28. The data also include the amount of the transaction, the 
time separating each transaction, and a class label associating 0 
to a fraudulent transaction and 1 to a legitimate one.  

B. Synthetic Data 

Several studies tried to fix the complexity of imbalanced 
datasets using Minority Oversampling (MOTE) [12, 22, 31-
34]. The proposed approach used synthetic data generated 
using GAN. After generating the data, 6 ML algorithms were 
trained and applied. 

C. Performance Evaluation and Confusion Metrics  

Table II shows the metric evaluation of the six ML 
algorithms. Another way to evaluate the results is through a 
confusion matrix, which can be used for both binary and 
multiclass classifications. In the current state, which is binary 
classification, the confusion matrix generates a 2×2 table, 
consisting of TP, FP, TN, and FN. 

TABLE II.  PERFORMANCE EVALUATION 

Algorithm Accuracy Precision Recall 

LR 96% 95% 91% 
DT 96% 96% 92% 
NB 85% 98% 64% 
RF 97% 98% 92% 

XGBoost 98% 98% 96% 
Ada-boost 97% 97% 93% 

 
Five models had more than 95% accuracy. The NB 

algorithm had the lowest accuracy (85%), a precision of 98%, 
and only 64% recall. Figure 2 indicates that NB classified 567 
legitimate transactions as fraudulent. The LR model had 96% 
accuracy. Of the transactions detected by the LR model, 95% 
were truly relevant according to the precision score, and Figure 
3 shows its confusion matrix. Figure 4 shows the confusion 
matrix of DT, which also had a high accuracy of 96%. Its 
precision score indicates that it relented only 4% of relevant 
instances, while recall shows that it predicted 8% of 
transactions as false negatives. 

 
Fig. 2.  Confusion matrix of NB. 

 
Fig. 3.  Confusion matrix of LR. 

 
Fig. 4.  Confusion matrix of DT. 

Figure 5 shows that RF classified 421 fraudulent 
transactions as legitimate and miscategorized 1944 legitimate 
transactions while having 97% accuracy. Based on recall, RF 
classified 8% of legitimate transactions as fraudulent. The 
XGBoost algorithm exhibited the highest percentage values of 
the six algorithms, predicting 98% of anomalies accurately. 
XGBoost scored 98% precision, revealing that the model 
classified only 2% of fraud transactions as legitimate. From the 
XGBoost confusion matrix shown in Figure 6, 1,015 legitimate 
transactions were classified as fraud, which is considered trivial 
compared to the NB model. When comparing the existing 
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results with Table II, there are major improvements, especially 
in NB. The explanation of the variations in the performance of 
NB regarding the other algorithms is its limitation in dealing 
with complicated tasks and its ineffectiveness on numerical 
data. Ada-Boost was second in scores. The accuracy score 
showed that the model misclassified 3% of all transactions. 
Figure 7 shows the confusion matrix of Ada-Boost. 

 

 
Fig. 5.  Confusion matrix of RF. 

 
Fig. 6.  Confusion matrix of XGBoost. 

 
Fig. 7.  Confusion matrix of Ada-Boost. 

Table III shows further evaluation metrics applied to 
evaluate the models. 

TABLE III.  PERFORMANCE EVALUATION: ROC, MCC, AND 
F1-SCORE  

Algorithm ROC MCC F1-score 

LR 0.94 0.90 93% 
DT 0.95 0.91 94% 
NB 0.81 0.70 77% 
RF 0.96 0.93 95% 

XGBoost 0.98 0.97 97% 
Ada-Boost 0.96 0.93 95% 

 
Table III shows that the MCC score of the LR model was 

0.90, implying that it was able to predict 90% of legitimate and 
fraudulent transactions. The NB MCC score shows that 81% of 
legitimate and fraudulent transactions were predicted. XGBoost 
had the highest MCC score of 97%. One more method to verify 
the accuracy of the models is the F1-score, which combines 
precision and recall. This metric was expected to obtain great 
results using XGBoost and outperform NB, as XGBoost is 
designed to deal with large datasets. The 5 models received 
scores of over 90%. The comparative results shown in Figure 9 
illustrate a comparison of the existing results with numerous 
recent studies. Several metric methods should be used to assess 
the performance of each classifier. Relying on accuracy alone 
or two metrics will not reflect an accurate result. For example, 
in the case of NB in [3], immense accuracy and moderate 
precision were achieved, while the recall and F1-score were 
extremely low suggesting class-imbalance concerns. 

The Receiver Operating Characteristic (ROC) curve is an 
effective technique to measure the performance of a model at 
various thresholds. Figure 8 shows the ROC of the six models, 
with all of them achieving almost perfect results except for NB. 

 

 
Fig. 8.  ROC of six models. 

V. CONCLUSION 

Credit card fraud detection systems are crucial for financial 
institutions. This study compared 6 ML algorithms to detect 
credit card frauds in real-world data, using CTGAN to 
overcome the deficiencies of small and imbalanced datasets. 
Based on the results, all the tested algorithms achieved an 
accuracy of over 85% and a precision score of over 95%. Five 
algorithms achieved a recall greater than 90%. Lastly, all 
algorithms achieved a ROC curve greater than 0.90, except 
Naïve Bayes, which scored 0.81. 
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Fig. 9.  Comparative analysis. 

Furthermore, the results of the 6 ML models were 
compared with previous studies that used imbalanced data, 
showing a significant improvement in all metrics. 

Future work will involve the testing of additional ML 
algorithms and workarounds, the improvement of NB, the 
exploration of more GANs and their effectiveness in tabular 
data, and the use of other datasets. 
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