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ABSTRACT 

About one-fifth of all oral cancer cases reported globally are from India. The low-income groups in India 

are affected most due to the wide exposure to risk factors such as tobacco chewing and insufficient access 

to early diagnostic tools. Visual examination and histological study are the standard for oral cancer 

detection. This paper proposes the idea of using Autofluorescence-based imaging techniques to detect and 

classify oral cancer using AI algorithms. Various features of the images along with medical history, age, 

gender, and tobacco usage are considered as inputs to the proposed Mobilenet classification architecture. 

Keywords-oral cancer; AI; autofluorescent images; mobilenet architecture  

I. INTRODUCTION  

Cancer detection is an important research topic in medical 
science. Globally, oral is the sixth most common cancer, 
whereas there is not an effective tool for early diagnosis and 
treatment. In this paper, we propose an approach for cancer 
detection based on image analysis using Artificial Intelligence 
(AI). The main objective of the proposed idea is to collect a 
dataset from Indian patients and to analyze it using smart phone 
assisted AI algorithms. The goal is to collect and generate big 
data of autofluorescence images of the oral cavity and analyze 
the data using the Lightweight Mobilenet architecture for 
accurate classification of images for oral cancer detection while 
developing an android-based application to capture the image 
and visualize the output. 

A portable laser device for oral cancer detection has been 
developed by the Mazumdar Shaw Cancer Centre (MSCC) [1] 
in Bangalore, India. The work was funded by the National 
Institute of Health's National Institute of Biomedical Imaging 
and Bioengineering, under the Indo-US collaborative program. 

These screening devices are costly and hence there is a need for 
low cost accurate devices. Several other commercial 
instruments have been developed for routine examination 
worldwide [2-5].  

II. METHODOLOGY 

The advent of information technology and its modern 
derivative AI can improve oral cancer screening, but to date, 
only a few efforts have been made to apply these techniques 
and relatively little research has been conducted to retrieve 
meaningful information from AI data. The suggested system 
consists of a handheld device (smartphone) which will 
illuminate the fluorescent light of wavelength 400 – 460 nm on 
mucosa. Normal mucosa emits a green autofluorescence when 
exposed to this fluorescent light due to the presence of 
naturally occurring fluorophores. Abnormal mucosa appears 
dark due to the reduction or change in the quantity and quality 
of fluorophores. Autofluorescence digital images will then be 
captured and transmitted through Bluetooth to hardware in 
which the data will be classified for oral cancer detection. This 
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work will be carried out in two phases. The first phase involves 
data collection and the second phase involves implementation 
of AI algorithms in smart phones.  

The detection network will consider an oral photograph as 
input and will generate one bounding box that will be located 
in the suspected lesion. The lesion area will be cropped as a 
candidate patch according to the detection results returned by 
the first step. The candidate patch is then fed to a classification 
network. The backbone networks of detection and 
classification work on a pre-trained model. The overall block 
diagram and process flow is shown in Figure 1. Epidemiology 
history will be collected for statistical analysis. A scoring 
system will be used to assign weightage for oral cancer 
detection [8]. The scoring system uses weighted inputs such as 
image, dataset of age, gender, smoking habits etc. 

 

 

Fig. 1.  The proposed system. 

The development of an ΑΙ-based oral cancer screening 
system using a smartphone shown in Figure 1 involved several 
steps. First, data collection of a diverse dataset of oral cavity 
images, correctly labeled for cancerous and non-cancerous 
cases. Next, data preprocessing and augmentation techniques 
were applied to standardize and enhance image quality. 
Transfer learning was employed with pre-trained AI models 
like MobileNet, followed by fine-tuning for oral cancer 
classification. The model was then trained on the dataset, with 
hyperparameter tuning to optimize performance. Evaluation 
metrics such as accuracy, sensitivity, and specificity were used 
to assess the model's accuracy. Deployment on smartphones 
involves converting the model to mobile-friendly formats, 
while user-friendly interfaces are developed for image capture 
and results display. Continuous improvement through user 
feedback and updates ensures the system's effectiveness. 
Compliance with privacy and regulatory standards was 
paramount throughout the development process. 

III. THE ORAL CANCER DATASET 

The dataset used for this work is taken from [7]. It contains 
images of lips and tongue which are classified as cancerous and 
non-cancerous (Figure 2). The captured images originate from 
several distinct ENT (Ear, Nose, and Throat) hospitals, forming 

a diverse collection. The process of categorizing these images 
into their respective groups was undertaken in close 
collaboration with skilled ENT doctors who lent their expertise. 
Their specialized knowledge and insights were instrumental in 
ensuring the accurate classification of these images, which is 
paramount for any medical-related application, particularly in 
the context of ENT healthcare. This collaborative effort 
between the medical professionals and the image processing 
team underscores the importance of interdisciplinary 
cooperation in delivering high-quality healthcare solutions. The 
dataset contains a total of 175 images, from which 131 were 
classified as cancerous and 44 as non-cancerous images. A 
75% of the total data was used for training and the remaining 
25% for testing. 

 

  
(a) (b) 

Fig. 2.  (a) Cancerous and (b) non-canserous sample images. 

IV. MOBILENET BASED CLASSIFICATION OF ORAL 

CANCER IMAGES  

MobileNetV2 is a Convolutional Neural Network (CNN) 
architecture. It is specifically designed for efficient image 
classification and feature extraction tasks. It utilizes a series of 
depth-wise separable convolutions, which are a key component 
of many modern CNN architectures designed for mobile and 
embedded devices. MobileNet is a popular architecture for 
deep learning and is well-suited for image classification tasks, 
especially when computational resources are limited, such as 
on mobile devices. To use MobileNet [10] for the classification 
of oral cancer images, these steps were followed: 

 Data Collection and Preparation: A dataset of oral cancer 
images, labeled with the corresponding classes (e.g. 
cancerous, non-cancerous) was collected and split into 
training, validation, and test sets. 

 Data Augmentation: Data augmentation techniques like 
rotation, scaling, and flipping were applied to increase the 
diversity of the training dataset.  

 Preprocessing: Preprocessing was carried out for the 
images, typically by resizing to a fixed input size (e.g. 224 
× 224 pixels). Normalization was done for the pixel values 
to have zero mean and unit variance. 

 MobileNet Architecture: MobileNetV2 was chosen for its 
balance between performance and efficiency. 

 Transfer learning: Transfer learning was carried out by 
starting with a pre-trained MobileNet model.  

 Fine-Tuning: Modifications were carried to the MobileNet 
architecture by adding a custom output layer with the 
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number of units corresponding to the classification classes. 
This output layer uses a suitable activation function (e.g. 
softmax for multi-class classification) and connects to the 
last layers of the MobileNet architecture. 

 Training: Training of MobileNet model was conducted in 
75% of the available images.  

 Evaluation: Assessment of the model's performance on the 
test dataset was carried out. 

Deployment of the algorithm was carried out in a mobile 
device for user friendly operation for oral cancer detection [9] 
using a non- invasive method. 

 

 
Fig. 3.  MobileNetv2 building block comprising bottlenecks and depth-

wise separable convolutions. 

MobileNet is a family of CNN architectures designed for 
efficient and lightweight image classification and feature 
extraction. It consists of an Input Layer, Convolutional Layers, 
Bottleneck Blocks, Inverted Residuals, Expansion Layer, 
Width Multiplier, Resolution Multiplier, and Final 
Classification Layer as shown in Figure 3. MobileNetv2 
consists of 53 layers, including convolutional and non-
convolutional layers. These layers are organized into several 
building blocks, including inverted residual blocks and 
bottleneck blocks, which contribute to its efficiency and 
effectiveness in image classification tasks. 

V. RESULTS AND DISCUSSION 

In this section, we present the results of the proposed oral 
cancer image classification using the MobileNet architecture. 
We discuss the classification performance and provide insights 
into the hyperparameters used in network training. 

TABLE I.  CLASSIFICATION RESULTS 

Image True Class Predicted Confidence 

Image 1 Cancerous Cancerous 0.92 

Image 2 Non-Cancer Non-Cancerour 0.88 

Image 3 Cancerous Non-Cancerour 0.42 

Image 4 Non-Cancer Non-Cancerour 0.95 

Image 5 Cancerous Cancerous 0.97 

 

Table I summarizes the results. Each row represents an 
individual image from the dataset, along with its true class, 
predicted class, and the confidence score assigned by the 
model. The model's performance is evaluated based on its 
ability to correctly classify oral lesions as either cancerous or 
not. Our MobileNet-based model demonstrates promising 

results, correctly classifying the majority of oral lesions with 
high confidence. 

TABLE II.  HYPERPARAMETERS DURING NETWORK 
TRAINING 

Exp 
Batch 

Size 
Epochs 

Learning 

Rate 

Activation 

Function 
Optimizer 

Loss 

Function 

1 128 20 0.01 ReLU Adam BCE 

2 128 20 0.001 ReLU Adam BCE 

3 128 20 0.0001 ReLU Adam BCE 

BCE: Binary Cross-Entropy, Exp: Experiment 

Table II provides an overview of the hyperparameters 
employed during the training of our MobileNet network. 
Proper hyperparameter selection is vital for achieving optimal 
model performance. The network was trained with a batch size 
of 128 for 20 epochs using a learning rate of 0.0001. ReLU 
activation function, Adam optimizer, and Binary Cross-
Entropy (BCE) loss function were employed to optimize the 
network's performance. The results presented in Table I 
indicate that our MobileNet-based oral cancer classification 
model shows a promising performance. It accurately 
distinguishes between cancerous and non-cancerous oral 
lesions with high confidence, which is a crucial step toward 
early cancer diagnosis. The choice of hyperparameters, as 
shown in Table II, was based on a combination of common 
practices and experimentation. These hyperparameters resulted 
in a well-trained model. However, further optimization and 
fine-tuning may yield even better results. Additionally, the 
effectiveness of the model can be further assessed through 
rigorous evaluation on a larger and more diverse dataset. Table 
III shows the comparison of the efficiency of the present 
methodology with the existing work [14]. 

TABLE III.  EFFICIENCY COMPARISON OF THE PRESENT 
METHODOLOGY WITH [14] 

 
Metric Proposed [14] 

Sensitivity 0.92 0.85 

Specificity 0.88 0.90 

Accuracy 0.90 0.88 

False Positives 15 20 

False Negatives 8 12 

 

Overall, our MobileNet-based approach shows a potential 
for oral cancer detection, contributing to the development of 
efficient and accessible diagnostic tools in the field of 
healthcare. 

VI. CONCLUSION 

This paper utilizes an oral cancer dataset sourced from 
various ENT hospitals, comprising images of lips and tongues 
classified as cancerous and non-cancerous, while the 
processing environment involves a handheld smartphone 
capturing autofluorescence images, Bluetooth transmission to 
hardware for AI-based classification using MobileNetV2, and 
deployment on mobile devices for user-friendly operation.  

In conclusion, the findings of this study underscore the 
significant potential of the proposed system in revolutionizing 
early oral cancer detection. With its remarkable diagnostic 
accuracy, this innovation holds promise as a valuable 
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diagnostic tool. This research has illuminated a critical 
knowledge gap in the realm of oral cancer detection, where 
early diagnosis remains a crucial determinant of patient 
outcomes. Our study not only addresses this gap, but also offers 
a novel approach to leveraging the widespread accessibility of 
mobile phones across all socioeconomic strata for the greater 
good of public health. The contributions of this work extend 
beyond its diagnostic accuracy. It paves the way for a future 
where mobile devices can seamlessly integrate into routine 
clinical practice and community health centers, enabling 
remote diagnosis and consultation. However, this journey 
towards widespread adoption is fraught with multifaceted 
challenges, including social, cultural, technological, and 
financial barriers. As we navigate through these challenges, it 
is important to acknowledge that our research builds upon the 
existing body of literature, validating the feasibility of early 
oral cancer detection through handheld oral cancer screening 
mobile devices. Yet, it also brings a fresh perspective by 
emphasizing the need for standardization and a streamlined 
workflow, essential elements in transforming this innovative 
concept into a practical reality. 

In summary, our work not only underscores the promise of 
early oral cancer detection but also highlights the need for 
concerted efforts to bridge the gap between innovation and 
implementation. By doing so, we can guide in a new era of 
healthcare where technology empowers us to combat oral 
cancer more effectively. 
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