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ABSTRACT 

This study presents a novel approach to medical text classification using a deep active incremental learning 

model, aiming to improve the automation of the preauthorization process in medical health insurance. By 

automating decision-making for request approval or denial through text classification techniques, the 

primary focus is on real-time prediction, utilization of limited labeled data, and continuous model 

improvement. The proposed approach combines a Bidirectional Long Short-Term Memory (Bi-LSTM) 

neural network with active learning, using uncertainty sampling to facilitate expert-based sample selection 

and online learning for continuous updates. The proposed model demonstrates improved predictive 

accuracy over a baseline Long Short-Term Memory (LSTM) model. Through active learning iterations, 

the proposed model achieved a 4% improvement in balanced accuracy over 100 iterations, underscoring 

its efficiency in continuous refinement using limited labeled data. 
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I. INTRODUCTION  

The healthcare industry generates extensive data, including 
electronic health records, clinical reports, medical claims, and 
administrative documents. Extracting insights from these data 
is crucial for patient care, medical decisions, and cost 
management. However, the volume and complexity of 
healthcare data pose challenges to effective analysis and 
interpretation. To address this issue, the use of machine 
learning and Natural Language Processing (NLP) techniques 
has attracted a growing interest in medical text classification. 
This involves automatically categorizing medical texts or 
documents into predefined classes to facilitate the identification 
of relevant information and enhance relevant medical tasks [1]. 

An illustrative application of medical text classification is 
in medical preauthorization tasks. These tasks involve 
obtaining insurance approval before providing certain services 
or medications to patients. This process is usually time-
consuming, but medical text classification offers an avenue for 
process optimization and automation by categorizing 
preauthorization requests. Despite potential benefits, medical 
text classification faces significant challenges, such as the 
complexity and dynamic nature of medical data, the high cost 
and complexity of data annotation, and the unbalanced and 
noisy nature of medical text data. These make the development 
of robust classification models challenging [2-3]. Although 
conventional machine learning algorithms have been applied to 
such classification tasks, limitations are encountered, 
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particularly when handling large volumes of data [4]. As such, 
new approaches are needed to overcome the limitations. 

Recent studies have focused on the use of deep learning 
approaches for medical text classification. These approaches 
take advantage of the power of neural networks to learn 
complex and dynamic representations of medical data. For 
example, in [5-6] Convolutional Neural Networks (CNNs) 
were used for medical text classification tasks, and the results 
showed that the models performed better than state-of-the-art 
methods. In [7], a CNN model based on weak supervision and 
deep representation was proposed for clinical text 
classification, achieving an F1-score of 0.97. In [8], a unified 
deep neural network based on a convolutional layer, a 
Bidirectional Gated Recurrent Unit (Bi-GRU), and an attention 
mechanism was used for medical text classification. The 
proposed method was evaluated on various datasets, achieving 
accuracies of 89.09%, 93.75%, and 97.73%. In [2], another 
approach was presented, based on CNN, Bi-LSTM, and Multi-
head attention, achieving an accuracy and F1-score of 91.99% 
and 92.03%, respectively. 

In [1], a hybrid text classification model was proposed that 
combined a gated Attention-Based Bidirectional Long Short-
Term Memory (ABLSTM) and a regular expression-based 
classifier for medical text classification. This method 
demonstrated an accuracy of 89% and an F1-score of 0.92. 
These studies demonstrate the potential of deep learning 
approaches for medical text classification but also highlight 
some challenges, such as the requirement for large amounts of 
annotated data. Active Learning (AL) is a technique capable of 
minimizing the volume of data required to train a machine 
learning model and works by iteratively selecting the most 
informative examples from a large pool of unlabeled data for 
annotation by a human annotator [9]. This approach can save 
time and money in data annotation while still achieving high 
classification accuracy. The effectiveness of AL is evident in 
its application to medical text classification. For instance, in 
[10], AL based on a Support Vector Machine (SVM) was used 
to classify medical text, achieving accuracy levels of more than 
90% across four datasets. This result underscores the use of AL 
as a powerful tool to improve the performance of medical text 
classifiers. Similarly, in [11], an active learning framework was 
proposed based on SVM, leading to a 64% reduction in 
annotation efforts. In [12], active learning was used to classify 
radiology reports, achieving a classifier performance of 98.25% 
sensitivity and 96.14% specificity, while also saving up to 92% 
of the training data required for supervised machine learning. 
These studies demonstrate the potential of active learning 
approaches for medical text classification but also highlight the 
importance of careful selection of informative samples in the 
AL process. 

Deep Learning (DL) is known for its need for large data 
and its ability to process highly dimensional and unstructured 
data while inherently performing feature extraction [13]. On 
the other hand, AL is known for its ability to increase 
annotation efficiency and reduce annotation costs [14]. 
Therefore, the combination of DL and AL, known as Deep 
Active Learning (DAL), combines the advantages of both 
methods, leveraging the strengths of each one while addressing 

their limitations. Therefore, better results are expected, and the 
application potential of both approaches can be expanded. In 
[15], a comparative analysis of 11 AL strategies was carried 
out on the classification of cancer pathology reports. Using 
CNN as the base classification model, the results showed that 
using less than half of the data, AL can obtain a similar 
performance compared to a supervised learning model trained 
on all available data. In the context of medical text 
classification, the application of DAL remains limited despite 
initial success. 

This study aimed to bridge this significant research gap by 
exploring the potential of DAL in medical preauthorization 
tasks. This study proposes a novel approach to medical 
preauthorization, which combines the power of deep neural 
networks with Active Incremental Learning (AIL) strategies to 
actively select and query uncertain or informative samples for 
annotation and, consequently, update the model with newly 
annotated data samples, ensuring continuous model refinement 
and improved performance. Additionally, this study used a 
real-world dataset of medical preauthorization requests. The 
results of this study have far-reaching implications, potentially 
improving the preauthorization process by enabling faster and 
more accurate decisions, optimizing cost, and ultimately 
improving patient care. In addition, these findings offer insights 
and set the stage for future research in the field.  

II. METHODOLOGY 

A. Data Collection and Pre-processing 

The first step was to collect and pre-process the data used 
for medical text classification. A dataset of real 
preauthorization requests was obtained from a Nigerian Health 
Management Organization, containing 117,342 
preauthorization requests. Ethical aspects were a paramount 
concern, particularly in the collection and use of patient data, 
and data privacy and confidentiality were ensured by de-
identifying the patient information and complying with HIPAA 
regulations. The preauthorization request data includes 
descriptions of diagnoses along with related procedures, 
treatments, or medications prescribed by healthcare providers. 
The data were pre-processed using a combination of natural 
language processing techniques and manual review. At first, 
duplicates, null spaces, and punctuation were removed, and the 
textual data were tokenized. Proper encoding is essential to 
enable the effective processing of categorical features in a 
neural network. One-hot coding is a conventional method for 
converting categorical variables into vectors, but it comes with 
a drawback: notably, a substantial increase in dataset 
dimensionality and the inability to capture intricate semantic 
relationships between words [16]. To address these challenges, 
word embedding was used, which considered the context of 
words for vectorizing text data and one-hot encoding of 
categorical features [17]. 

Class balancing techniques were used as a part of the pre-
processing steps as the resulting data exhibited the class rarity 
challenge, a situation in which the distribution of classes in the 
training data is not balanced, meaning that some classes have 
significantly fewer examples compared to others [18, 19]. The 
class distribution of the dataset was extremely imbalanced with 
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117,068 authorized requests and 279 unauthorized requests. 
Most machine learning algorithms have difficulty creating a 
model that accurately classifies examples in a minority class, as 
a result of bias toward the majority class samples due to its 
increased occurrence in the dataset [20]. Therefore, data-level 
class balancing methods, including Random Undersampling 
(RUS) and Synthetic Minority Oversampling Technique 
(SMOTE) [21], were explored to address this challenge. 
Random undersampling was used to reduce the number of 
majority samples with a higher frequency of occurrence or 
highly similar samples, as this can be detrimental to the 
performance of the model. When a model is repeatedly 
exposed to similar samples, it can be biased towards those 
samples, leading to overfitting, misleading evaluation, and 
reducing generalization to new data points [20]. SMOTE was 
also applied for oversampling to achieve a balanced dataset. 
The pre-processed dataset was of the form D={(x1, y1), (x2, y2), 
… , (xn, yn)}. D is the dataset containing a total number of n 
samples, where each sample is a pair consisting of the feature 
vector xi and corresponds to a ground truth label yi, (xi, yi). yi ∈ 
{0, 1}, since it is a binary classification problem. 

B. Model Design 

The proposed model consists of a Bi-LSTM neural network 
that can effectively handle the dynamic and complex nature of 
medical data. To implement AIL, a stream-based AL scenario 
and a combination of uncertainty sampling were used as a 
selective strategy and online learning for model update. In a 
stream-based AL scenario, unlabeled samples arrive in a data 
stream, uncertainty sampling involves selecting the most 
informative samples from the unlabeled data, and querying a 
human expert for the ground truth is subsequently used to 
update the model. Online learning involves updating the model 
with new data in real time, without the need to retrain the entire 
model from scratch. Figure 1 presents an overview of the 
proposed framework. 

 

 
Fig. 1.  High-level architecture of the proposed framework. 

1) Bi-LSTM 

Bi-LSTM, a variant of Recurrent Neural Networks (RNNs), 
is particularly adept at handling sequential data, such as text. 
Bi-LSTM enhances the standard LSTM by integrating both 
forward and backward hidden layers. This configuration allows 
it to capture information from both preceding and subsequent 
contexts, giving it a significant edge in sequential modeling 
tasks compared to the unidirectional LSTM approach that only 
exploits the historical context [22-23]. 

2) Active Learning 

A stream-based AL approach was used, in which 
preauthorization requests come in a stream of data. For the 
selection strategy, the entropy-based uncertainty sampling 
strategy was used, which is an adaptive sampling strategy that 
evaluates the model's current state while adjusting the criteria 
for sample selection based on the model performance. This 
involves using the entropy of the predicted probabilities as a 
measure of uncertainty, which is calculated as the sum of the 
probability of each class multiplied by the log of its probability 
[24]. In entropy-based uncertainty sampling, following the 
training of a model on labeled data and its subsequent use to 
predict labels for unlabeled data, the data points exhibiting the 
greatest entropy emerge as the most informative ones and are 
consequently selected for labeling. By selecting samples with 
the highest uncertainty, the goal is to improve the performance 
of the model by reducing the uncertainty in its predictions. 

3) Incremental Learning 

For incremental learning, online learning was used, which 
involves updating the model with new data in real-time without 
the need to completely retrain the model. Combining online 
learning and AL can overcome the main drawbacks of 
traditional supervised online learning, which are labeled data 
dependency and concept drift, by actively selecting informative 
samples for annotation and continuously updating the model as 
new data become available [25]. Online AL functions through 
a series of iterative steps [26]. In each iteration, an unlabeled 
sample is presented to the model, which determines whether to 
request its label. If the label is requested, this labeled sample is 
incorporated and used to refine the model; otherwise, the model 
maintains its current state [27]. This is contrary to the typical 
online learning process, where the learner requests class labels 
for all incoming instances. Additionally, during the model 
update, class weights are applied to samples to effectively 
address the challenge of class imbalance within the data stream. 

C. Model Training 

The deep learning model was trained on the preprocessed 
preauthorization request data. To improve the performance of 
these models, as well as address overfitting issues common 
with imbalanced datasets, cross-validation and regularization 
techniques were used, including stratified k-fold cross-
validation, dropout, and L2 regularization. The model was 
trained using the Adam optimizer, the binary cross-entropy loss 
function, and the sigmoid activation function. Following the 
initial model training and evaluation, the active incremental 
learning phase was activated. For the incoming stream of data 
samples, the initial model makes a prediction on each sample, 
and based on the entropy of the model prediction, the most 
informative samples were iteratively selected for annotation by 
a human expert. The threshold for the entropy measure was set 
to 0.8, indicating that only samples with a prediction 
confidence of at least 80% are considered. 

Consequently, the model was consistently updated with the 
newly labeled samples. After 100 iterations, the performance of 
the resultant model was assessed in the test set. To simulate the 
preauthorization request stream, 10% of the dataset was set 
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aside, and the active learner reads and processes the data 
samples. 

Let Dinit be the initial dataset containing labeled data 
samples to be used for model pretraining, represented in (1), 
where xi is the i-th data sample and yi is its corresponding label. 

����� = {���	�
}��

�����     (1) 

Let finit represent the initial deep learning model that takes an 
input data sample x and gives a prediction output 	�: 

�������
 →  	�     (2) 

Given Dinit, the model is trained to minimize the chosen loss 
function L that quantifies the difference between 	� and 	: 

�∗ = ������� ∑  �����; �
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∈&����
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where θ represents the parameters of the model and θ*, the 
optimal parameters of the model after training. Let Xstr be the 
subsequent unlabelled data stream: 

'(�) = {�*}*�

�+�,    (4) 

For all xj∈  Xstr, the initial model finit predicts the class 
probability P(y=c|xj) for each class c. The entropy of xj is 
calculated by : 

-.�*/ = − ∑ 1�y = c|�
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8  (5) 

where P(y=c|x) is the predictive probability of class c for input 
xj. If H(xj) > σ, where σ is a predefined threshold, then select 

the sample xj for annotation by the oracle O, O 
9�#:;<
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query O for the true label  	*
∗ of the selected sample. The oracle 

responds with the true label,  

 	*
∗:  �*
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∗

← O. 

Update model finit with the newly labeled data, ��* , 	*
∗
: 
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H
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where C is the number of classes, and G8$:
 is the class weight 

for class c in sample xj. The term G�8 .   .�.�*/, 	*/ adjusts the 
loss contribution for each sample and class, based on the 
assigned class weight. This encourages the model to focus on 
and improve performance for the less represented class during 
training. The integration of AL and incremental learning 
strategies offers the advantage of an iterative process, 
systematically selecting the most instructive examples to 
improve the model's training, consequently leading to 
progressive improvement in its performance over time. 

D. Evaluation Metrics 

Although accuracy is a commonly used metric to assess 
classifier performance in machine learning, it becomes 
inadequate when dealing with highly imbalanced datasets. This 
is because a classifier giving preference to the majority class 
can yield an optimistic estimate, leading to misleading results 
[28]. Here, accuracy fails to differentiate between the correct 
labels of different classes [29]. To address this limitation, 
balanced accuracy emerges as a more suitable evaluation 

metric. Balanced accuracy computes the arithmetic mean of 
sensitivity and specificity, treating both classes equally. By 
doing so, it delivers a more reliable assessment of model 
performance on imbalanced data [30]. Thus, this study used the 
balanced accuracy metric to evaluate the performance of the 
proposed model. 

III. RESULTS 

The proposed deep AIL model was evaluated on a real 
preauthorization task dataset obtained from a health insurance 
company. First, the performance of the initial Bi-LSTM model 
was compared to a baseline LSTM model, and subsequently, 
the augmented Bi-LSTM with AIL was compared with them 
for a more nuanced evaluation. Table I presents the preliminary 
evaluation results, comparing the balanced accuracy of both 
models in the validation and test datasets. The results 
underscore the inherent superiority of the Bi-LSTM model in 
dealing with the intricacies of medical text data with a balanced 
accuracy of 0.79. Figure 2, shows the balanced accuracy of the 
models in eight folds. Furthermore, the adaptive potential of 
the augmented Bi-LSTM model was evaluated in stages in 
more than 100 sample queries. This sets the stage for the 
iterative learning process, where the model progressively 
refines its predictions over subsequent AL iterations. Table II 
presents the results of this experiment, indicating that the 
proposed model achieved increasing performance with a 
significantly smaller number of labeled samples, underscoring 
its ability to leverage sparsely labeled data and offering a 
practical solution to the often resource-constrained medical 
domain. Figure 3 also shows the incremental improvement of 
the proposed model with an increasing number of queries and 
model updates, demonstrating its potential to improve over 
time after several iterations of training over new data. The 
proposed model showed a 4% increase in performance 
throughout the query and training iterations. 

TABLE I.  RESULTS OF MODELS BEFORE AIL 

Models Balanced Accuracy 

Validation Set Test Set 

Baseline 0.704 0.737 
Bi-LSTM  0.753 0.793 

TABLE II.  PERFORMANCE REPORTING BALANCED 
ACCURACY OF MODELS WITH AIL AFTER MULTIPLE 

QUERY AND TRAINING ITERATIONS 

 Number of Query Iterations 

Models 20 queries 40 queries 60 queries 100 queries 

Baseline + AIL 0.739 0.702 0.731 0.764 
Bi-LSTM + AIL 0.752 0.756 0.769 0.795 

 
The inherent capability of the proposed model to learn 

consistently from newly annotated data results in gradual 
performance improvement over time. This intrinsic ability 
allows the model to evolve and enhance its predictive accuracy 
with each subsequent set of newly labeled samples. This 
dynamic learning mechanism enables the model to quickly 
adapt to the evolving landscape of requests, providing the 
preauthorization process with increased adaptability and 
responsiveness. Furthermore, the proposed approach enables 
real-time prediction and effectively tackles the issue of 
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inaccurate predictions by incorporating human involvement in 
the model training process. This empowers insurers to make 
faster and more accurate decisions about preauthorization 
requests, ultimately leading to better patient care. 

 

 
Fig. 2.  Balanced accuracy of initial models across folds. 

 
Fig. 3.  Balanced accuracy increased across 100 queries and training 
iterations. 

Previous studies on medical preauthorization in health 
insurance [31-32] relied on traditional machine-learning 
methods. Although the proposed approach shows potential, it is 
important to note that previous studies exhibited higher 
performance than the initial performance of the proposed 
model, and this could be attributed to the limited amount of 

labeled data used to train it. Furthermore, the models in 
previous studies are rather static, lacking the ability of 
continuous model updates, and require retraining on an entire 
dataset to implement any updates. In essence, they are not 
capable of adapting to the dynamic nature of preauthorization 
requests, a key feature of the proposed model. 

IV. CONCLUSION 

This study proposed a novel deep AIL framework for 
medical preauthorization tasks, addressing critical issues in the 
field, and reducing human annotation effort by selecting only 
informative samples for annotation instead of requesting class 
labels for all incoming instances. The proposed model can learn 
continuously from new data, which improves its performance 
over time, thus alleviating the strong dependence on labeled 
data for model training. The experimental results indicate the 
model's ability to learn from limited data and exhibit ongoing 
improvements when updated with newly labeled data. 
Additionally, the issue of class imbalance in the 
preauthorization request stream was addressed. The model's 
adaptability demonstrated in its initial performance and 
subsequent iterative improvements, substantiated its potential 
as a valuable tool for accurate and evolving medical data 
analysis, enabling insurers to make faster preauthorization 
decisions and, in turn, improve patient care. 

Although this study yielded promising results, there is room 
for further research. Future work could investigate alternative 
DL models, including the use of specialized medical pre-
trained word embeddings within a transfer-learning framework, 
potentially resulting in further improvement in model 
performance. Furthermore, to address the challenges associated 
with accessing preauthorization data, it would be valuable to 
develop a publicly accessible deidentified preauthorization 
dataset, as such an initiative would not only facilitate 
collaborative research but also allow effective benchmarking of 
research results. 
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