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ABSTRACT 

Existing recommender system algorithms often find it difficult to interpret and, as a result, to extract 

meaningful recommendations from social media. Because of this, there is a growing demand for more 

powerful algorithms that are able to extract information from low-dimensional spaces. One such approach 

would be the cutting-edge matrix factorization technique. Facebook is one of the most widely used social 

networking platforms. It has more than one billion monthly active users who engage with each other on the 

platform by sharing status updates, images, events, and other types of content. Facebook's mission includes 

fostering stronger connections between individuals, and to that end, the platform employs techniques from 

recommender systems in an effort to better comprehend the actions and patterns of its users, after which it 

suggests forming new connections with other users. However, relatively little study has been done in this 

area to investigate the low-dimensional spaces included within the black box system by employing methods 

such as matrix factorization. Using a probabilistic matrix factorization approach, the interactions that 

users have with the posts of other users, such as liking, commenting, and other similar activities, were 

utilized in an effort to generate a list of potential friends that the user who is the focus of this work may not 

yet be familiar with. The proposed model performed better in terms of suggestion accuracy in comparison 

to the original matrix factorization, which resulted in the creation of a recommendation list that contained 

more correct information. 

Keywords-artificial intelligence; machine learning; recommender systems; probabilistic models; social media 

I. INTRODUCTION  

In today’s internet, the flow of information is constantly 
expanding, reaching a point where it makes the information in 
question notably scarce. As a result, it can be difficult for 
recommender systems to handle the information in an effective 
and correct manner. On social media sites, individuals connect 
in a variety of ways, each of which is unique to the user. Some 
consumers give the recommender system a great deal of 
detailed and specific information regarding their preferences 
and wants, which makes the task at hand relatively simple. On 
the other side, there are some users who rarely directly submit 
their preferences and choices to the system, making the task of 
the recommender system in trying to comprehend those users 
more difficult. Examples of preferences and choices include 
demographic information and interests. Recommender systems, 
in general, consist of many types [1], but the most popular are 

content-based recommender systems and collaborative filtering 
recommender systems [2-4]. Content-based recommender 
systems construct their recommendation models based purely 
on information that is contained within the content itself, such 
as product descriptions, car colors, movie actors, book authors, 
users’ genders, ages, etc., among other things [5-7]. This 
necessitates the availability of information in order for the 
recommender system to carry out its duties in an appropriate 
manner. The other widely used technique for recommender 
systems is called collaborative filtering. This technique requires 
the participation of either users or things in order to compile a 
list of recommendations. Using the behavior of other users who 
are similar to the target user, this method analyzes user 
behavior in an effort to better understand it and then makes 
product recommendations to that user. Based on this idea, this 
technique requires users to explicitly show their preferences by 
doing things like rating more movies, purchasing more 
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products, watching extra clips, etc. This is done so that the 
recommender system can find similar users or similar items 
and attempt to build a recommendation list for that user or item 
based on that similarity, which is all done from the perspective 
of collaboration. The well-known "cold start" problem can be 
solved by using the approaches of content-based recommender 
systems. However, in terms of purely collaborative filtering, 
this problem has not been resolved [8]. Recommender systems 
methodologies help in other aspects of life such as agriculture 
production and other industries [9]. 

In addition to helping users connect with new people and 
develop new relationships, one of the purposes of social media 
platforms is to provide a forum in which users can freely 
express their thoughts. For this reason, these platforms make 
use of recommender system techniques to assist in 
understanding the behavior of their consumers and to 
recommend new partnerships in an effort to keep users actively 
engaged on their platforms in order to achieve business goals. 
As mentioned above, social media platforms have not yet 
explored the use of probabilistic-wise low-dimensional latent 
spaces. Due to this, in this paper, we attempt to take advantage 
of this technique and recommend a more accurate relationship 
list for the target user, even with a small number of interactions 
using a probabilistic approach. 

In this research, we used a real Facebook dataset to 
investigate a technique called Probabilistic Matrix 
Factorization (PMF) [10], with the goal of developing a 
recommendation engine that is more accurate.  

The research questions that we are attempting to address 
are: Can we crawl the Facebook platform and extract 
associations between users based on the interactions that they 
have had with one another using a probabilistic model even 
when the data are sparse? Is it feasible to determine whether or 
not two users who have not yet become friends will get along 
based on how they engage with the friends they share in 
common? The purpose of this study is to investigate these 
topics by doing experiments using a real dataset from 
Facebook.  

II. LITERATURE REVIEW 

A. Probabilistic Machine Learning 

In the field of machine learning, PMF has been integrated 
into a large number of research projects and further improved 
through those initiatives. Authors in [11] investigated PMF in 
order to develop a recommendation model that overcomes the 
cold start problem and reduced the mistake rate by employing 
the concept of user trust. According to the authors, if two users 
X and Y are friends, then they trust each other to a certain 
degree, depending on the total interaction that each user has 
had on that platform. When compared to the baseline models, 
the model demonstrated significantly better performance [11]. 
Authors in [12] studied how PMF may increase the 
effectiveness of recommendation engines while keeping in 
mind that the absence of data is not a random occurrence. They 
asserted that the majority of the existing algorithms for matrix 
factorization take into account the possibility that missing data 
are randomly dispersed across the dataset that was evaluated. 
However, if a user only interacts with things that interest him 

or her and ignores everything else, then the missing data are not 
random. This indicates that the performance of existing models, 
which assume that missing data are always arranged in a 
random order, will be skewed. They assert that the proposed 
strategy is superior to correspondence models in terms of 
performance. Authors in [13] broaden the usage of PMF to not 
only recommend a new item to the target user, but also provide 
a method that analyzes numerous datasets, as well as models, 
and predicts the performance of such datasets in such models. 
In addition to this, they used PMF to recommend a new item to 
the target user. The final model displayed encouraging 
performance indicators. According to [14, 15], the preferences 
of users have a vital influence on the improvement of the 
performance of recommendation engines. The authors 
demonstrated that the accuracy of a suggestion list may be 
improved by employing PMF in conjunction with the 
incorporation of preferred preferences during the process of 
developing the model. The findings that their model produced 
were superior to the baselines. According to [16], 
supplementary information and graphs are another type of 
supporting content that can assist PMF models in improving 
their overall performance. According to [17], the addition of 
side information for both users and items in the PMF models 
by utilizing the power of convolutional neural networks not 
only improves the model performance, but also resolves well-
known issues within the recommender systems research field 
such as cold start and sparse data. The authors conducted their 
analysis of the suggested model utilizing three different 
datasets, namely MovieLens 100K, MovieLens 1M, and 
HetRec 2011. The findings revealed that, in comparison to the 
baselines, the outputs provided by the proposed model were 
significantly more promising. 

B. Probabilistic Matrix Factorization in Social Media 

PMF has been implemented in a variety of fields, including 
medical, social media, image annotation, and other applications 
[18]. The new model has been proposed in [19] uses PMF to 
make predictions about the likelihood of a long-non-coding 
RNA (lncRNA) disease relationship for certain individuals. 
Constructing three distinct association networks connected to 
lncRNA, then preprocessing those networks with the KNN 
method, and finally obtaining a weighted version of the 
lncRNA are the objectives of this project. After that, PMF 
generates a likelihood that the lncRNA in question is associated 
with the target patient. They investigated the model with a 
variety of datasets pertaining to cancer-related diseases, such as 
breast, lung, and colorectal cancer, as a means of conducting 
additional testing on the model. When compared to various 
baselines, their model produced some encouraging findings. 
The accuracy of the PMF was also employed by the authors in 
[20] to calculate the likelihood of an association between 
certain medications and diseases like diabetes, cardiovascular 
disease, and neoplasms. They began by constructing a matrix 
that represented drug-to-disease linkages via the target-
pathway-gene midway. This allowed them to make an educated 
guess as to the likelihood that particular medications are 
responsible for particular diseases. The new model performed 
better than the previous model when precision and area under 
curve metrics were taken into consideration. Using an extended 
version of PMF designed specifically for the purpose of 
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addressing the image-to-word correlation problem, authors in 
[21] suggested a solution to the problem. They built a latent 
space matrix for determining the links between images and 
words. When compared to existing state-of-the-art models 
utilizing the Flicker and Corel datasets, the developed model 
correctly predicted more accurate words annotated to images. 

Authors in [22] drew attention to the problem of data 
scarcity in today’s internet and explained how the performance 
of recommender systems can be influenced in terms of 
prediction accuracy. They also claimed that the present social 
recommendation algorithms rely solely on a two-way trust 
relationship between users. Nevertheless, in their method, they 
included information about topical attention and confidence in 
the PMF model and the neural network. This resulted in the 
extraction of several features that assisted the recommender 
system in functioning more effectively. They tested their 
proposed model by comparing its accuracy to that of two 
different real-world datasets, and the results demonstrated that 
their model’s performance was superior to that of some of the 
most recent models. Authors in [23] discussed the sparsity 
problem that occurs in recommendation engines in the social 
realm. They underlined that the accuracy of predictions and the 
scalability of current collaborative recommender systems are 
two additional difficulties that collaborative recommender 
systems struggle with. In an effort to find a solution to these 
problems, they suggested a probabilistic model that, in addition 
to rating history, makes use of social information regarding the 
users of the system. The goal of this model was to assist 
systems in better understanding their users and, as a result, in 
providing more accurate recommendations. When testing the 
model, they compared it to methods that were considered to be 
state-of-the art and discovered that their model performed 
significantly better, especially when dealing with sparse data. It 
is possible to gain an understanding of the behavior of users on 
a particular platform by analyzing activities that take place on 
social networks (such as Twitter and Facebook), such as 
retweets [24]. In order to construct a prediction model with 
PMF, authors in [24] created a model that not only takes into 
account social influence and the semantics of the text, but also 
activities like retweeting. Their proposed method proved to be 
superior to existing models that are considered to be state-of-
the-art. 

When it comes to combating the sparsity problem that 
adversely impacts the efficiency of recommendation engines, 
one body of research emphasizes the significance of the 
ancillary information that social platforms make available, such 
as tags, ratings, and the reciprocal relationships that exist 
between users. In [26], the regularization terms that were 
described earlier were incorporated into the PMF algorithm so 
that it could take into account the side information. During the 
evaluation, the authors trained and evaluated the suggested 
model by making use of the Last.fm dataset. They used the 
Mean Absolute Error (MAE) and Root Mean Square Error 
(RMSE) metrics to determine how accurate the 
recommendations were. The findings indicate that their 
proposed model is superior to the baseline models in terms of 
performance. Authors in [27] created a framework to analyze 
tweets in an effort to prevent the spread of SARS-CoV-2 
Omicron variant, highlighting the significance of social media 

in machine learning development. A black box 
recommendation model was suggested in [28] utilizing the MF 
approach [29] and applying it to a real Facebook dataset. In the 
current research we extend that by introducing a probability 
methodology that makes use of the PMF technique [10], and 
we do so while utilizing the same data. 

III. RESEARCH METHODOLOGY 

In this research, we investigate the efficacy of the PMF 
algorithm in predicting possible interactions between users on 
Facebook [10]. Users on Facebook connect with one another 
by giving likes to posts, commenting on photographs, and other 
similar activities. These interactions can be extended in latent 
spaces for both users and their friends with hidden features, 
which ultimately leads to the prediction of how each user will 
interact with all other users and, as a result, the discovery of 
reasonable matches. An illustration of the proposed model can 
be seen in Figure 1. 

 

 
Fig. 1.  An illustration of the proposed model beginning with crawling the 

real data from Facebook and ending with the production of recommendation 

lists. 

The PMF makes use of the Gaussian distribution or the 
normal distribution in order to observe expected friendship 
interactions. The following is a representation of the 
conditional distribution based on the observed interactions: 

���|�, �, �	
 �  ∏ ∏ ��,��
������� �����,�|��������, �	
� (1) 

The value of  ��,� conveys the frequency with which user � 
communicates with friend � . �  and �  refer to the user and 
friend latent spaces, while � and � are, respectively, the user 
set and the friend set. The probability density of the Gaussian 

distribution is denoted by the expression ����,� ��������, �	�. 
The variance is denoted by �	, and the terminating factor is 
denoted by ��,� . The terminating factor has a value of 1 if user � 
interacts with friend � , and a value of 0 if they do not. 

"�#
 �  $%�
&%�  is the formula that is used to normalize the 

interactions such that they sum up to 1, where �  is the 
maximum number of times that two users in our dataset have 
interacted with one another, which is 84. In addition, the 
following are the two-zero-mean spherical Gaussian priors that 
apply to the vectors of both users and friends:  

���|�'	
 �  ∏ �����|���|0, �'	�
�����   (2) 

���|�)	
 �  ∏ �����|���|0, �)	�
��
���   (3) 
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The log of the afterward distribution over users and friends 
can be obtained by: 

���, �|�, ��2 , ��2 , ��2 
  ∝ ���|�, �, ��2 
���|��2 
���|��2 
  (4) 

The idea behind the PMF technique is that as the training 
process progresses, the data distribution of users' friendships 
and interactions becomes more accurate. The future 
interactions predicted between users in each training cycle are 
fed into the subsequent training cycle until both the previous 
and subsequent predictions converge, and similarity becomes 
high, at which point the training process should be terminated. 
As a result, PMF will generate a prediction for all users' mutual 
interactions even though expressed interactions are few and 
sparse. We tested this notion using a real dataset crawled from 
the Facebook platform, which has not been investigated 
previously in this context. In the following section, we will 
present our experimental findings. The code is available on 
GitHub [25]. 

IV. RESULT ANALYSIS 

A. Dataset 

We required a real dataset from an asynchronous social 
network to validate the accuracy of our methodology and 
evaluate its results. Facebook is the largest social network that 
provides bidirectional friendship connections, which is the 
focus of our study. We developed a web crawler to retrieve 
publicly accessible Facebook users’ profiles. The crawler 
retrieves the users’ data and their friends’ profiles and proceeds 
to retrieve profiles of friends of friends. We collected the list of 
genuine friends with bi-directional relationships, but we did not 
collect follow connections or other one-directional 
relationships. To acquire an effective dataset, we ran our web 
crawler on various user IDs (seeds) from various regions of the 
United States and the United Kingdom. After one month, we 
stopped our crawler and as a result we have fetched a total of 
16500 user profiles. If any portion of a user's data is not 
publicly accessible, an empty list will be displayed. For 
instance, if a user sets his/her friends list to private, his/her 
friends list will appear as an empty list in our dataset. In 
addition, for privacy and to ensure anonymity, user IDs are 
substituted with randomly generated numeric IDs. Every user 
profile we retrieved from our dataset contains the user ID, 
friends list, gender, place of origin, self-reported interests, and 
interactions on posts which are comments and/or likes. For 
each retrieved post, we collected the post ID and the user IDs 
of those who liked and/or commented on the respective post. 
Our collected dataset consists of more than 15 million 
interactions.  

For the purpose of this study, we made use of friends’ lists 
and interactions, and we want to make use of the remaining 
data for future studies. Facebook employs a number of distinct 
friendship recommendation algorithms, all of which are geared 
toward fostering new connections. One of them is called the 
friends-of-friends (fof) algorithm, and its purpose is to locate 
and promote friendship relationships that are easily accepted. 
This is because the algorithm searches for and suggests users 
who are already known to or are already familiar with the 
platform. This is extremely important for friending algorithms 

since people have a strong tendency to avoid developing 
relationship connections with unknown individuals. Our model 
employs the fof algorithm to detect interactive friends, whereas 
Facebook’s algorithm for finding friends of friends finds 
friends who are already known to the user. 

Figure 2 illustrates how the proposed model determines the 
existence of interacting linkages. In this scenario, Users A, R, 
S, E, and M are friends of both the target user (x) and the fof. If 
user x interacts with friends with whom user fof also interacts, 
then it is likely that users x and fof will interact with one 
another if the target interacts with friends with whom user fof 
also interacts. This strategy is predicated on the idea that if two 
people interact with content that was posted by the same set of 
mutual friends, then it is highly probable that those users will 
interact with the content that was posted by the other person. 
The Facebook Friends of Friends method operates under the 
presumption that if two users have friends in common, then it is 
highly likely that they are acquainted with one another. 

 

 

Fig. 2.  Interactive friends-of-friends sub-graph example. 

B. Experimental Setting 

The recommendations for interactive buddies are going to 
be generated by the proposed model. The acquired dataset from 
Facebook included the posts that users made, and for each post, 
we collected a list of all the user IDs of people who liked the 
relevant posts and interacted with them. In addition to that, we 
additionally retrieved a list of the user IDs of everyone who 
had commented on the relevant post. On Facebook, the most 
prevalent forms of interaction are liking and commenting posts. 
It’s arguable that a user’s likes and comments are more 
accurate reflections of their character than what they say about 
themselves on their Facebook pages which include a variety of 
interests and activities. According to the findings of our 
investigation, therefore, likes and comments are indicators of 
interacting friends. Figure 3 shows the ways in which the data 
for our model have been prepared: 

 

User ID Friend ID # of Interactions 

Fig. 3.  Data labels. 
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To determine the total number of interactions that took 
place between two users (the user and the friend), we added up 
all the likes and comments that were passed back and forth 
between them. When preprocessing the dataset, users who had 
fewer than three explicit interactions were removed from 
consideration. There have been a total of 386480 interactions, 
and a total of 6426 individuals that have engaged in 
conversation with 8638 friends. Cross-validation was utilized 
in order to fine-tune the model’s hyperparameters. In addition, 
the number of interactions was brought down to a single level. 
The unknown interactions that occurred between users during 
the course of the experiment were shuffled around and given a 
random order 10 times across the 10 separate iterations of the 
experiment that we conducted. When reporting the results of 
the error rate calculation, the mean of all 10 runs was used. In 
terms of the train-test split, we segmented our dataset so that 
90% of it would be used for training, while the remaining 10% 
would be concealed for testing. 

C. Evaluation Metrics 

RMSE is the measure that we utilized in order to evaluate 
how accurate the proposed strategy was. The error rate of the 
model is computed by adding up all of the discrepancies that 
exist between the interactions that are expected to take place 
between Facebook users and the actual interactions that are 
used in the test set. The values were squared to remove any 
negative integers and rooted to retrieve the actual information 
for each user. 

�,-. �  / �
|�| ∑ �1��2 3 1���	

��,�
∈�   (1) 

where 5 denotes the total number of users, while � and � stand 

in for the user and the friend, respectively. 1��2  and 1��  denote 

the anticipated and actual interactions between user � and friend �, respectively. 

Figure 4 demonstrates that the performance of the proposed 
model is superior to that of the baseline MF [26, 27]. As can be 
seen in Figure 5, the training error rate begins to decrease, as 
anticipated, after the first epoch. During our experiment, we 
determined that the optimal number of epochs to use was 10, 
given that the error rate remained constant beyond that point. 

 

 
Fig. 4.  A comparison of the test RMSE performance between the 

proposed PMF and baseline MF. 

D. Instances of Recommendation Results 

We give six specific instances of random target users who 
have a high number of active users as friends, a mid-range 
number of active users as friends, and a low number of active 
users as friends in order to keep things brief. Tables I-VI 
display the performance of the model in predicting interactive 
friends for the target users. In Tables I and II, the model reports 
that the target users 1037 and 289 each have 197 and 181 
interactive friends, respectively. It also predicts that the 
recommended friends will interact with the target users 
between 8.7 and 10.9 times. The highest expected number of 
interactions between target users and their recommended 
interactive friends is reduced when target users engage less 
frequently with their own friends. According to the data shown 
in Tables III and IV, the target users have 33 and 44 interactive 
friends, respectively, and the model expectation for the number 
of interactions is between 3.25 and 5.19 times. 

 

 

Fig. 5.  PMF performance in the training process using RMSE. 

TABLE I.  EXAMPLE 1 OF HIGHLY ACTIVE TARGET USER 

User ID 
# of interactive 

friends 

Friend 

ID 

# of predicted 

interactions 

1037 197 

16644 10.9 

104649 9.9 

37163 9.8 

50525 9.7 

979710 9.2 

248304 9.0 

235852 8.9 

84052 8.8 

711283 8.5 

682540 8.1 

TABLE II.  EXAMPLE 2 OF HIGHLY ACTIVE TARGET USER 

User ID 
# of interactive 

friends 

Friend 

ID 

# of predicted 

interactions 

289 181 friends 

2016 11.3 

41538 10.6 

378726 9.6 

328142 9.4 

720814 9.1 

896432 8.7 

246978 8.7 

19361 8.7 

5361 8.6 

83995 8.6 
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TABLE III.  EXAMPLE 1 OF MID-ACTIVE TARGET USER 

User ID 
# of interactive 

friends 
Friend ID 

# of predicted 

interactions 

15354 33 friends 

16520 5.1 

13460 4.8 

6363 4.8 

381593 4.8 

242746 4.7 

5878 4.6 

83907 4.6 

4828 4.6 

1380564 4.6 

499184 4.5 

TABLE IV.  EXAMPLE 2 OF MID-ACTIVE TARGET USER 

User ID 
# of interactive 

friends 
Friend ID 

# of predicted 

interactions 

411568 44 friends 

66577 3.9 

5770 3.5 

254107 3.5 

41538 3.4 

13208 3.4 

295620 3.4 

370432 3.3 

65770 3.3 

59526 3.3 

28966 3.2 

TABLE V.  EXAMPLE 1 OF LOW-ACTIVE TARGET USER 

User ID 
# of interactive 

friends 
Friend ID 

# of predicted 

interactions 

178741 7 friends 

247287 2.3 

238092 1.8 

95127 1.7 

484116 1.7 

201396 1.6 

896574 1.6 

24869 1.6 

56805 1.6 

43996 1.6 

257436 1.6 

TABLE VI.  EXAMPLE 2 OF LOW-ACTIVE TARGET USERS 

User ID 
# of interactive 

friends 
Friend ID 

# of predicted 

interactions 

94606 2 friends 

335330 1.3 

56105 1.3 

199802 1.3 

7561 1.2 

94935 1.2 

1587350 1.1 

46648 1.1 

284747 1.0 

395289 1.0 

373383 1.0 

 

Tables V and VI provide examples of a low-target user who 
has only 2 friends who connect with each other, and the model 
predicted only 1 to 1.4 times as many interactions between the 
target user and his or her suggested friends. In conclusion, the 
performance of the proposed model when applied to the dataset 
obtained from Facebook depended on the engagement of the 
user. If the target user is already friends with a large number of 
highly interactive people, the model will suggest additional 

highly interactive people who are not currently friends with the 
target user. The same principle applies to users who are 
members of interaction groups in the middle and lower classes. 

V. CONCLUSION 

In conclusion, our goal was to find a solution to the sparsity 
problem, which occurs when there are insufficient explicit facts 
and makes it difficult to recommend new friends with a level of 
accuracy that is considered acceptable. In this paper, we 
focused our efforts on the goal of building a recommendation 
model using a probabilistic approach to the matrix factorization 
method. 

This method leverages the known side information in our 
Facebook dataset, which is the explicit interactions between 
users, such as likes to posts, comments, and so on, and predicts 
the unknown interactions between non-friend users, therefore 
suggesting new friendships that are expected to be accepted. 
Our dataset is an actual one that was crawled from Facebook, 
preprocessed, and then added to the model. It was 
demonstrated that the proposed model performed better than 
the baseline model and was successful in predicting more 
accurate suggestions. In addition, our model was successful in 
predicting strong interactions between the target user and a true 
hidden friend. In the future, we are interested in including 
additional supplementary data, such as a user’s preferred 
movies, books, music, etc., in order to improve the precision of 
the model and to produce explanations for the 
recommendations. This, in turn, will undoubtedly result in an 
improvement in the level of satisfaction experienced by users 
who utilize the system. 
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