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ABSTRACT 

The advancement of technology has led to the rise of social media forums and e-commerce platforms, 

which have become popular means of communication, and people can express their opinions through 

comments and reviews. Increased accessibility to online feedback helps individuals make informed 

decisions about product purchases, services, and other decisions. This study used a sentiment analysis-

based approach to improve the functionality of the recommendations from user reviews and consider the 

features (aspects and opinions) of products and services to understand the characteristics and attributes 

that influence the performance of classification algorithms. The proposed model consists of data 

preprocessing, word embedding, character representation creation, feature extraction using BiLSTM-CF, 

and classification using BiGRU. The proposed model was evaluated on different multidomain benchmark 

datasets demonstrating impressive performance. The proposed model outperformed existing models, 

offering more promising performance results in recommendations. 

Keywords-sentiment analysis; reviews; classification; deep learning; recommendations 

I. INTRODUCTION  

The rapid and continuous growth of the Internet has 
resulted in the migration of a multitude of applications from the 
physical to the digital realm [1]. Various sectors, such as e-
commerce, banking, multimedia consumption, and service 
bookings, have experienced this transition, altering the way 
people access information. In the physical world, people 
typically rely on a limited number of resources to search for 
information. For example, to purchase a mobile phone, one 

may visit multiple electronic stores, seek information from 
sales assistants about phone specifications and 
recommendations, and ultimately choose after a few 
consultations. However, the overwhelming abundance of 
online content, particularly unstructured text and online 
reviews, is overflowing the Web. Online reviews play a crucial 
role for users who need to make decisions among various 
options, such as purchasing a product, watching a movie, or 
selecting a restaurant [2]. Through these reviews, users express 
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their opinions about different items and their respective 
aspects, including characteristics, features, attributes, or 
components. Typically written in free text format, reviews 
require users to carefully read and analyze them to identify 
expressed opinions and discover the strengths and weaknesses 
of the available items to make informed decisions [3].  

Recommendation systems aim to offer personalized 
recommendations for most items to address the challenge of 
information overload and assist users in decision-making tasks. 
Recommendation systems, which were developed in the 1990s 
and rely on user preferences and ratings, have experienced 
significant growth and widespread adoption over the past few 
decades [4-5]. Today, they are essential in various industries, 
including e-commerce, health, telecoms, etc. For instance, 
Amazon, YouTube, and Twitter use recommendation systems 
to suggest popular products, recommend related videos, and 
offer connections with people and pages to follow, 
respectively. Recommendation systems can derive significant 
benefits from incorporating sentiment analysis [6]. Sentiment 
analysis is the process of extracting sentiments/opinions from 
user text [7]. There are two categories of sentiments: binary 
and multi-sentiments. Binary sentiments are positive or 
negative, while multi-sentiments include happy, angry, upset, 
dull, etc. Existing approaches in recommendation systems use 
sentiment analysis at the sentence or document level. However, 
the modern Aspect-Based Sentiment Analysis (ABSA) is used 
less in recommendation systems [8]. 

Existing sentiment analysis methods are domain-oriented 
and face the challenges of subjective sentences and slang words 
in user reviews [9-10]. This reduces the accuracy of sentiment 
analysis and, as a result, the recommendations of products. This 
study proposes a hybrid deep learning model for product 
recommendation using ABSA to overcome these challenges. 
Using ABSA models, recommendation systems can effectively 
address the data sparsity issue commonly encountered in 
traditional recommendation systems. Therefore, integrating 
sentiment analysis at the aspect level into recommendation 
systems can significantly enhance the quality of 
recommendations provided to users. The main contributions of 
this study are: 

 Consideration of the features (aspects and opinions) of 
products and services that help to understand the 
characteristics and attributes that influence the performance 
of classification algorithms when dealing with product 
reviews. 

 The proposal of a transformer-based hybrid model that uses 
Concurrent Neural Networks, Bidirectional Long Short-
Term Memory, and Conditional Random Field (CNN-
BiLSTM-CRF) for feature extraction and Bidirectional 
Gated Recurrent Unit (BiGRU) for classification. 

 The results of the proposed method were compared with 
baseline approaches, demonstrating its superior results. 

II. BACKGROUND STUDY 

Sentiment analysis holds immense value across various 
domains, such as business, government, and education, and has 
been proven incredibly useful. Extensive research has 

investigated the use of sentiment analysis in recommendation 
systems. In [11], data from Twitter-based airline discussions 
were analyzed using various features with data mining 
algorithms. The findings showed that emoticons played a 
significant role in determining the conveyed sentiment, 
surpassing the influence of textual data analysis. In [12], LSTM 
was combined with Word2Vec representation to improve 
sentiment analysis performance, showing that the LSTM gating 
mechanism during training contributed to improved results, 
outperforming other baseline models. In [13], a Bi-LSTM 
model was presented for opinion mining of reviews. The 
dataset consisted of 23,485 assessments classified into three 
categories based on their negative, neutral, and positive rating 
points. The data were cleaned by tokenizing and removing 
special characters from the reviews. Word embeddings were 
also generated using a Word2Vec pre-trained model. In [14], a 
nearest-neighbor-based approach was used for feature 
selection, calculating distance metrics and cosine similarity on 
preprocessed data. The primary goal was to improve 
performance by optimizing feature selection and tuning 
hyperparameters, involving various feature vectorization 
methods to achieve higher accuracy. 

In [15], the efficiency of various machine-learning models 
was evaluated for classifying sentiments, showing that the 
Bidirectional Encoder Representations from Transformers 
(BERT) model demonstrated the most exceptional 
performance, having a remarkable accuracy of 85.4% in 
sentiment analysis. In [16], a combined CNN and BiLSTM 
model, called ConvBiLSTM, was proposed for sentiment 
analysis. The CNN layer receives feature embeddings as input 
and outputs lower-level features, while BiLSTM is used for 
classification. In [17], a sentiment analysis was carried out on 
Weibo posts about travelers' experiences with commercial air 
travel. This study used a multitask structural arrangement to 
evaluate events and sentiments simultaneously. This model 
achieved 89% accuracy but struggled with out-of-vocabulary 
words, limiting its performance and adaptability to dynamic 
language. In [18], a mixed-fusion architecture was proposed for 
image-text sentiment analysis, leveraging the correlation 
between visual and semantic content. This model achieved 
76% accuracy for Twitter data and 87% for Getty photos but 
was costly and time-consuming due to the search for 
opinionated words. In [19], extensive social information was 
incorporated for multimodel sentiment analysis using regional 
attention and a heterogeneous relation network. This model 
achieved 87% accuracy but lost some features during 
extraction, potentially losing important information and 
reducing predictive power. 

In [20], ABSA-PER was introduced, which was a model 
designed for polarity estimation of reviews through ABSA. 
Experimental results demonstrated that ABSA-PER 
outperformed the baseline methods, achieving a remarkable 
86.5% accuracy for polarity calculation. In [21], a novel 
approach was proposed, called lexical attention and aspect-
oriented GCN. This method involved constructing an aspect-
oriented dependency-parsed tree that is crucial in calculating 
sentiment scores. Then, an aspect-oriented GCN extracts 
weighted lexical features specific to each aspect. The proposed 
approach was used in three datasets and, by considering lexical 
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properties and aspect-specific dependencies, achieved 
promising results in sentiment polarity prediction for different 
aspects within the text. In [22], a meta-ensemble deep learning 
approach was proposed that combined multiple deep learning 
models trained with different meta-learners. This approach was 
experimentally shown to outperform baseline deep learning 
models, especially when trained with probability class 
distributions. 

III. METHODOLOGY 

The proposed approach revolves around three key 
components: Data Processing, Feature Extraction, and 
Sentiment Classification. Since e-commerce platforms host 

user-generated content, it is necessary to preprocess textual 
reviews to ensure their cleanliness before extracting 
meaningful features. Then, advanced language representation 
models, namely BERT, and CNN, were used for word 
embedding and character representation, respectively. Then, 
BiLSTM with CRF was used for feature extraction, which is 
well-suited for sequential data processing. Lastly, BiGRU was 
used to classify the sentiments. This approach effectively 
captured contextual dependencies and performed superior 
sentiment analysis using bidirectional information flow in the 
Recurrent Neural Network (RNN). Figure 1 shows the 
proposed model. 

 

 

Fig. 1.  The proposed model. 

A. Data Preprocessing 

Data preprocessing is an important step in preparing text for 
classification, particularly in online contexts where noise and 
irrelevant content can be prevalent. This noise may include 
HTML tags, advertisements, and other distracting elements 
[23]. Moreover, words within the text often have minimal 
impact on the classification task but still contribute to the 
overall complexity because each word is treated as a distinct 
dimension. The fundamental assumption behind effective data 
preprocessing is that reducing text noise can improve classifier 
performance and sentiment analysis results [11]. The entire 
approach to data preprocessing consists of several essential 
steps. The first step involves cleaning the online text, removing 
unwanted elements such as HTML tags and advertisements, 
and ensuring that only the relevant text remains for further 
analysis. Next, focus is given to removing unnecessary white 

spaces within the text, as they do not contribute to the meaning 
or the classification task. Expanding abbreviations is another 
important preprocessing step, as many texts contain 
abbreviated words or acronyms that can be difficult for 
classification algorithms to interpret accurately. Expanding 
these abbreviations to their full forms facilitates better 
comprehension and analysis of the text. 

Sentences can be categorized into two types: subjective and 
objective. Subjective sentences convey positive or negative 
opinions, while objective sentences do not express any 
opinions [20]. Objective sentences are usually facts or 
universal truths. For example, "I love the world" is considered 
subjectivity, but "The sun is hot" must be considered an 
objective statement. Therefore, it is necessary to remove the 
objective sentences from the dataset. This step improves the 
accuracy of the sentiment analysis. A lexicon, SentiWordNET 
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3.0, calculates the subjectivity score and provides the negative 
and positive scores of words [3]. The subjectivity score is 
calculated using the following equation: 

 ��� ����� =

 (�
��� ����)

�
���

�    (1) 

where wpos and wneg are the positive and negative scores of the 
words and n represents the total number of words present in the 
review. 

B. Feature Extraction and Selection 

The most suitable and optimal features (aspects and 
opinions) are important for successful sentiment analysis. The 
feature extraction and selection phase is carried out using the 
hybrid deep learning technique BiLSTM-CRF. Two different 
word representations are used to feed Bi-LSTM-CRF for 
feature extraction: word embedding using BERT and character-
level representation using CNN. To generate word embeddings, 
the BERT tokenizer is used first to tokenize the input text into 
individual words or subwords, and then the tokenized input is 
passed through the BERT model to generate a sequence of 
hidden states [24]. The dot product of these concealed states 
and a learned weight matrix can then be used to generate word 
embeddings for every word in the input text. The BERT word 
embeddings are particularly useful because they are context-
aware, meaning that the embedding for a word can vary 
depending on the context in which it appears. This contrasts 
with many other word embedding methods, which generate a 
fixed embedding for each word regardless of context. 

Previous studies have demonstrated the effectiveness of 
CNN in extracting morphological information, such as prefixes 
or suffixes of words, from individual characters and encoding it 
into neural representations [25]. This study adopted a similar 
CNN architecture with the distinction that character 
embeddings were used solely as inputs to the CNN, omitting 
character-type features. Additionally, a dropout layer was 
applied before feeding the character embeddings into the CNN 
[26]. Finally, the neural network model was constructed by 
feeding the BLSTM output vectors into a CRF layer. Figure 2 
shows the architecture of the framework in detail, with CNN-
computed character-level representations for each word using 
BERT-generated character embeddings as input. The character-
level representation vector and the word embedding vector are 
combined and provided as input to the BLSTM network. 

BLSTM is an RNN variant that combines the properties of 
both forward and backward LSTMs [13]. In traditional LSTM, 
the input sequence undergoes forward processing, with each 
time step receiving information from the preceding time step. 
However, in natural language processing, information from 
past and future time steps can prove to be useful. To overcome 
the limitation of being unable to capture information from past 
and future contexts, BLSTM was designed with two hidden 
layers in its architecture: one layer operates on the input in the 
forward direction, and the other layer processes it in the 
backward direction. As the backward layer processes the 
sequence in reverse order, it can effectively capture 
information from both past and future contexts. By combining 
the outputs of both the forward and backward layers, BLSTM 

can model the dependencies in both directions, rendering it 
particularly useful for tasks that require understanding a 
sequence's context, such as speech recognition, sentiment 
analysis, named entity recognition, and many more. 

 

 

Fig. 2.  Feature extraction framework. 

The output vectors produced by BiLSTM are subsequently 
fed into the CRF layer to determine the most suitable features. 
CRF is a probabilistic graphical model particularly used in 
sequence labeling problems [27]. In sequence labeling, the goal 
is to assign a label or category to each element in a sequence of 
observations. For example, in natural language processing, 
sequence labeling can involve assigning part-of-speech tags to 
each word in a sentence or identifying entities such as person 
names, locations, or dates. The output of the CRF layers is the 
suitable features, i.e., aspects and opinions. 

C. Classification 

GRU exhibits a simpler structure compared to LSTM, 
making it relatively easier to train. Specifically, BiGRU 
integrates gates that suppress information loss. It consolidates 
the output and forget gates in LSTM to create an update gate, 
streamlining the structure of BiGRU and significantly saving 
disk space [28]. The BiGRU model effectively highlights 
significant information present in a text by generating output in 
both forward and backward directions.  

The GRU model automatically learns which resources are 
essential and which can be eliminated during training, making 
it potentially more effective in handling extended texts. 
However, a one-way GRU network can miss important 
information in text sentiment analysis because its states are 
always from the front to the back. Research evidence strongly 
suggests that BiGRU outperforms GRU [28]. BiGRU consists 
of two unidirectional GRUs that operate in opposite directions, 
forward and backward, as shown in Figure 3. Both GRU layers 
in the BiGRU model simultaneously use all resources that flow 
through the network. At each moment, the input is fed into both 
GRUs simultaneously but in opposite directions. The result is 
jointly determined to improve accuracy. 
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Fig. 3.  BiGRU framework. 

The BiGRU network consists of an input layer, a forward 
GRU, a reverse GRU, and a forward GRU output layer. This 
intricate network is designed to transmit data to both the 
forward GRU and the reverse GRU from the input layer, and 
these two powerful GRUs work together to determine the 
output sequence jointly. The following expression represents 
the BiGRU layer: 

 ℎ����⃗ =Gru(xt, ℎ����⃗  – 1)  

ℎ��⃖��=Gru(xt, ℎ��⃖��  – 1)  
ℎ� = � (�  ℎ����⃗  ℎ����⃗ +�ℎ��⃖��ℎ��⃖�� ��)  

where !  is time, ℎ����⃗  is positive layers' state at time ! , ℎ��⃖��  is 

negative layers' state at time ! , �ℎ����⃗  is the weight of the 

positive hidden layer, �ℎ��⃖�� is the weight of the negative hidden 
layer, and �� is the hidden layer bias at time !. 

IV. RESULTS AND DISCUSSION 

A series of experiments were carried out to evaluate the 
accuracy and efficacy of the proposed model. The experimental 
evaluation demonstrated that the proposed method significantly 
outperformed the existing cutting-edge methods. 

A. Dataset 

The proposed model was evaluated using three benchmark 
datasets from different domains: products, hotels, and movie 
reviews. The product reviews dataset consists of reviews of 
five distinct products: Canon, Nikon, MP3 Players, Nokia 
6610, and Apex AD 2600 [29]. The hotel review dataset 
originated from tripadvisor.com [30]. Lastly, the movie reviews 
dataset was obtained from the large movie review dataset used 
by Stanford University's AI department [31]. Table I shows the 
details of the datasets. 

TABLE I.  DATASET BREAKDOWN 

# Dataset Review type Reviews about Reviews 

1 DS 1 Products 
Canon, Nikon, MP3 Players, 

Nokia 6610, Apex AD 2600 
3,552 

2 DS 2 Hotels Hotels 20,490 

3 DS 3 Movies Movies 50,000 

B. Results 

K-fold cross-validation was used to validate the results of 
the proposed model. At first, the dataset was divided into K 
bins of identical sizes, where one bin was allocated for testing 
and the other K–1 bins were used for training purposes [3]. 
This process was executed on a GeForce GTX 1080 TiGPU. 
The parameters used were a batch size of 64, a learning rate of 
3e-5

, a dropout rate of 0.3, and 16 epochs. Performance was 
evaluated using three key metrics: accuracy, recall, and 
precision. Table II presents the results. When applied to DS 1, 
the proposed model achieved 92.56% accuracy, 91.32% 
precision, and 91.82% recall. In DS 2, the proposed BERT-
CNN model achieved 91.8% accuracy, 91.05% precision, and 
91.34% recall. Finally, in DS 3, it obtained an accuracy of 
90.85%, an exceptional precision of 98.22%, and a recall of 
89.45%. These results indicate that the proposed model 
accurately identified sentiments and aspects across all three 
datasets, showing remarkably high precision while maintaining 
a respectable recall rate, thereby affirming its potential as an 
efficient tool for sentiment analysis in a variety of domains. 

TABLE II.  EXPERIMENTAL RESULTS 

# Dataset  Accuracy (%) Precision (%) Recall (%) 

1 
DS 1 (product 

reviews) 
92.56 91.32 91.82 

2 
DS 2  

(hotel reviews) 
91.82 91.05 91.34 

3 
DS 3 (movie 

reviews) 
90.85 89.22 89.45 

 
Another experiment was carried out to assess the 

performance of BERT-CNN on the three datasets, using 
standard word embedding models, namely Global Vectors for 
word representation (GloVe) and Word2Vec, which are well-
known methods for constructing word embeddings [32]. GloVe 
is a word embedding model that learns word vectors by 
analyzing co-occurrence statistics in a corpus, thereby encoding 
global and local word relationships. Word2Vec, is a word 
embedding model that learns word vectors by predicting 
adjacent words or contexts in a corpus, producing vector 
representations that encode semantic relationships and word 
similarities [33]. Table III provides a comparison of the 
proposed BERT-CNN approach with GloVe and Word2Vec. 

TABLE III.  COMPARISON OF THE PROPOSED APPROACH 
WITH GLOVE AND WORD2VEC  

# Word Embeddings  Accuracy Precision Recall 

DS 1 (Product Reviews) 

1 Glove 82.79% 82.12 82.53 

2 Word2Vec 78.28% 77.56 77.86 

3 BERT-CNN (proposed) 92.56% 91.32 91.82 

DS 2 (Hotel Reviews) 

1 Glove 80.65% 80.01 80.42 

2 Word2Vec 74.28% 73.51 73.81 

3 BERT-CNN (proposed) 91.82% 91.05 91.34 

DS 3 (Movie Reviews) 

1 Glove 81.32% 80.48 81.03 

2 Word2Vec 75.36% 74.65 74.32 

3 BERT-CNN (proposed) 90.85% 89.22 89.45 
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The results show that the proposed BERT-CNN model 
consistently outperformed the baseline word embedding 
models across the three different domain datasets. This implies 
that the BERT-CNN model performs well and effectively 
captures contextual information and features from user reviews. 
These results highlight its potential to enhance various natural 
language processing tasks, indicating its superiority over 
traditional word embedding approaches. 

The effectiveness of the proposed model was assessed in 
contrast to some of the latest baseline models. Table IV shows 
the comparisons in all datasets in terms of accuracy. BERT-
SKG [34] integrates sentiment domain knowledge with BERT 
and generates embedding vectors that align entities in the 
sentiment knowledge graph. LSIBA-ENN [35] introduces a 
novel model designed to analyze online product reviews. 
ARM-BERT [36] proposed POS-ARM with BERT for ABSA. 
Finally, LeBERT [37] integrates N-grams, BERT lexicon, and 
CNN for sentiment classification in reviews. 

TABLE IV.  COMPARISON OF THE PROPOSED APPROACH 
WITH BASELINE APPROACHES IN TERMS OF ACCURACY  

# Approaches 
DS 1 DS 2 DS 3 

Accuracy (%) 

1 BERT-SKG 89.24 88.12 88.34 

2 LSIBA-ENN 90.31 89.31 89.16 

3 ARM-BERT 91.80 91.23 90.07 

4 LeBERT 88.20 88.72 88.42 

5 Proposed  92.56 91.82 90.85 

 
The BERT-SKG approach achieved an average accuracy of 

88.90%, having its highest accuracy of 89.24% in DS 1, 
followed by 88.34% in DS 3, and 88.12% in DS 2. Although 
BERT-SKG performed reasonably well, it had slightly lower 
accuracy than the other approaches. The LSIBA-ENN 
approach showed better performance with an average accuracy 
of 89.26%, showing its highest accuracy of 90.31% in DS 1, 
followed by 89.31% in DS 2, and 89.16% in DS 3. These 
results indicate that LSIBA-ENN outperformed BERT-SKG in 
all three datasets. The ARM-BERT approach demonstrated 
even higher accuracy, averaging 91.03%, having an impressive 
accuracy of 91.80% in DS 1, followed by 91.23% in DS 2, and 
a slightly lower accuracy of 90.07% in DS 3. ARM-BERT 
outperformed both BERT-SKG and LSIBA-ENN, indicating 
superior performance in sentiment analysis tasks. LeBERT 
achieved an average accuracy of 88.45%, having the highest 
accuracy of 88.72% in DS 2, followed by 88.20% in DS 1, and 
88.42% in DS 3. Although LeBERT performed reasonably 
well, it fell behind the ARM-BERT approach, which achieved 
higher accuracies across all datasets. Finally, the proposed 
model outperformed all other approaches, achieving an 
impressive average accuracy of 91.41%, having the highest 
accuracy of 92.56% in DS 1, followed by 91.82% in DS 2, and 
90.85% in DS 3. 

Figure 4 shows the comparison results of the proposed 
method with other baseline approaches in terms of accuracy, 
precision, and recall. The proposed model outperformed the 
other approaches in different domain datasets, showcasing its 
effectiveness in sentiment analysis and recommendation 
systems. ARM-BERT also showed strong performance, 

outperforming BERT-SKG, LSIBA-ENN, and LeBERT. 
LSIBA-ENN and LeBERT showed decent results, while 
BERT-SKG lagged slightly behind. The performance of the 
proposed model stems from its effective feature extraction and 
selection methods, as it uses word embedding with BERT, 
character representation through CNN, feature extraction with 
BiLSTM-CRF, and classification with BiGRU. BiGRU 
operates in both forward and backward directions in the input 
sequence, allowing it to capture contextual information from 
preceding and subsequent contexts. This comprehensive 
approach facilitates understanding of word dependencies and 
capturing the overall sentiment expressed in sentences. 
Therefore, the proposed model acts as an efficient system for 
recommending products, movies, and hotels. 

 

(a) 

 

(b) 

 

(c) 

 
 

Fig. 4.  (a) DS 1, (b) DS 2, and (c) DS 3 results comparison. 

V. CONCLUSION 

Sentiment analysis is important in offering 
recommendations for various products and services, as it 
empowers individuals to perceive and use customers' opinions, 
emotions, and attitudes toward them. This study presented an 
innovative approach to sentiment analysis in recommendation 
systems by implementing hybrid deep-learning models. The 
proposed method extracted features using BiLSTM-CRF and 
performed classification using BiGRU. An experimental 
evaluation was conducted on three multidomain benchmark 
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datasets on product, hotel, and movie reviews. The proposed 
model demonstrated superior performance compared to the 
BERT-SKG, ARM-BERT, and LeBERT approaches, since it 
achieved accuracy of 92.56% in the product reviews dataset, 
91.82% in the hotel reviews dataset, and 90.85% in the movie 
reviews dataset. The results demonstrate that the proposed 
hybrid deep learning-based sentiment analysis model 
performed better than the previous ones by utilizing additional 
information from user reviews/comments data with better 
feature extraction and classification. In the future, sentiment 
analysis and evaluation are necessary to confirm its superiority 
and applicability in real-world scenarios, particularly across 
different cultures. 
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