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ABSTRACT 

The field of finance makes extensive use of real-time prediction of stock price tools, which are instruments 

that are put to use in the process of creating predictions. In this article, we attempt to predict the price of 

Bitcoin in a manner that is both accurate and reliable. Deep learning models, as opposed to more 

traditional methods, are used to manage enormous volumes of data and to generate predictions. The 

purpose of this research is to develop a method for predicting stock prices using the Hybrid Convolutional 

Recurrent Model (HCRM) architecture. This model architecture integrates the advantages of two separate 

deep learning models: The 1-Dimensional-Convolusional Neural Network (1D-CNN) and the Long-Short 

Term Memory (LSTM). The 1D-CNN is responsible for the feature extraction, while the LSTM is in 

charge of the temporal regression. The developed 1D-CNN-LSTM model has an outstanding performance 

in predicting stock values. 
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I. INTRODUCTION  

The future financial value of a company's stock, as 
predicted by its stock price, is important information for 
investors, shareholders, and organizations in order to maximize 
their returns and achieve their goals. The prediction of stock 
prices can be difficult by external elements, such as the 
velocity and volume of data, which make conducting and 
directing stock analysis and forecasting a difficult process [1]. 
The improvement in technology enables more precise 
information to be predicted, which is beneficial in the field of 
finance in order to grow and make decisions in accordance 
with that growth. Forecasting the movements of the stock 
market is a difficult effort due to the volatile nature of the 
market. When it comes to the development of significant 
trading techniques that may assist consumers in buying and 
selling stocks, the accuracy of stock prediction is a critical 
factor [2]. In general, the data on the stock market are plagued 

by two primary issues: uncertainty and noise. The volatility in 
stock prices may be caused by many external factors. These 
may include market circumstances, the value of a firm, the 
political status, global events, etc. All these can have an impact 
on the trading of stocks on the stock market. The volatility, 
instability, and variability of the stock market, on the other 
hand, makes anticipating the future difficult and contributes to 
noisy data. 

In order to predict how markets will behave in the future 
using data from the past and the present, researchers have 
developed various different models. The pattern of the data in 
regard to the temporal attribute is what is used to derive the 
behavior of the market. Due to the random fluctuations that 
occur over time, these temporal patterns provide changed 
obstacles in the process of computing the data regarding the 
stock market. Statistical procedures have been developed 
specifically for the purpose of computing such data. 
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Nevertheless, as time passes, not only does the market continue 
to develop and improve, but so too does the amount of data [3]. 
As investors from different countries come with their various 
interests, new global trades are born. When compared to 
traditional stock markets, making predictions on the Bitcoin 
market has a number of significant advantages. Bitcoin is not 
reliant on events in the marketplace or on the actions of 
interfering governments. The limited availability of the coins 
serves as the primary factor in establishing its price [4]. 

Bitcoin is a crypto currency that is used globally for digital 
payments and investments. Because Bitcoins are decentralized 
and not affiliated with any government, it is incredibly easy 
and quick to use them to make financial transactions. The term 
"bitcoin exchanges" refers to a number of different online 
markets that are up for business for investors to use. Users have 
the ability to purchase and sell Bitcoins using a wide variety of 
currencies as a result of this feature. When they are not being 
used, Bitcoins are stored in a digital wallet, which is effectively 
the same thing as having an online bank account. Blockchain is 
the name of the location where the records of all of the 
transactions and the data about the timestamps are stored. Each 
individual entry in a blockchain is referred and stated to as a 
block. Each block has a pointer that refers to a data block that 
came before it. The information stored on blockchains is 
encoded. During transactions, the user's name will never be 
disclosed; just their wallet ID will be shared with the other 
parties. 

In this paper, we present the Hybrid Convolutional 
Recurrent Model (HCRM) architecture by combining the 1-D-
CNN and the LSTM for stock price prediction. The 1D-CNN is 
used for feature extraction and the LSTM is used for the 
temporal regression task. 

II. RELATED WORKS 

This section provides a concise summary of the previous 
research on the application of deep learning to the prediction of 
Bitcoin prices. Authors in [5] introduced two prediction models 
based on Recurrent Neural Networks (RNNs) and LSTM, and 
they compared them with the Autoregressive Integrated 
Moving Average (ARIMA) model, which is a commonly used 
time series forecasting model. They used the information on the 
price of Bitcoin to develop classification models, which make 
predictions about whether the price will increase or decrease in 
the future based on historical values. It was demonstrated that 
the RNN and LSTM models are superior to the ARIMA model. 
The number of Bitcoin wallets and unique addresses, the 
difficulty of mining blocks, the hash rate, and other aspects of 
the Bitcoin blockchain were examined in [6] in addition to the 
price data. The authors used these features, which are highly 
correlated with the Bitcoin price, to create prediction models. 
They investigated a number of different regression models, 
including linear regression, random forests, gradient boosting, 
and neural networks. In addition to the data from the 
blockchain, authors in [7] also took into account several 
macroeconomic factors, including the S&P 500, Euro STOXX 
50, DOW 30, and NASDAQ, as well as the exchange rates 
between the major fiat currencies. They studied three different 
prediction models based on a Bayesian Neural Network 
(BNN), linear regression, and Support Vector Regression 

(SVR), and they found that the BNN performed better than the 
other two prediction models. Authors in [8] developed a rolling 
window LSTM model and showed that it outperformed the 
prediction models that were based on linear regression, SVR, 
neural networks, and LSTM. Authors in [9] introduced a deep 
learning-based random sampling model and demonstrated that 
it performed better than LSTM-based models. Authors in [10] 
looked at social data in an attempt to forecast the variations in 
the price of bitcoin. The proposed model in [11] overcomes the 
instability in prediction. The authors manually adjusted the 
DNN hyperparameters, such as the model's number of layers, 
learning rate, neurons, and number of epochs, for greater 
accuracy. The metrics MAE and RMSE were used for the 
evaluation of the hybrid stock price model and the results were 
satisfying. Authors in [12] created a revolutionary hybrid deep 
learning approach with the purpose of forecasting stock market 
prices. A hybrid model was created for this purpose by 
combining Bi-LSTM and GRU networks with three layers of 
dense units. They also used the same datasets to create other 
cutting-edge predictive deep learning networks for comparison. 
The suggested hybrid model outperforms previous deep 
learning models for ASIANPAINT business starting prices 
derived from NIFTY-50 stock data.  

III. METHODOLOGY 

CNNs and RNNs are two varieties of neural networks that 
can be utilized for prediction tasks. These deep learning 
networks are also capable of being utilized in predicting 
systems for the stock market. In this article, we propose a new 
model for predicting stock prices using convolutional recurrent 
hybridization as the underlying algorithm. The 1D-CNN-
LSTM model structure is shown in Figure 1. 

 

 
Fig. 1.  The proposed 1D-CNN-LSTM model structure. 
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A. 1D-CNN 

CNNs are among the most effective deep learning 
techniques and have found widespread application in a many 
computer vision applications. The conventional architecture of 
a CNN consists of a stack of convolution and pooling layers. 
The primary purpose of this succession of layers is to extract 
high-level features, which, in contrast to traditional approaches 
to machine learning, removes the need for a stage that involves 
manually engineering features. The pooling layers can reduce 
the size of the feature map that the convolutional layers 
generate. At the very end of the network, there is an attachment 
of several fully linked layers. The purpose of this attachment is 
to produce the final output and introduce nonlinearity into the 
network [13]. CNNs, in general, anticipate a 2D input for 
processing, such as images, but they can be adjusted to analyze 
1D data, such as time series financial or stock data. Images are 
an example of a 2D input. In the current study, we used 1D-
CNN to process the historical data that were read. The structure 
of the incoming stock data was taken into consideration when 
selecting the convolutional kernels as well [14]. 

B. LSTM 

The deep RNN family includes LSTM. The LSTM 
algorithm was developed specifically for the analysis of 
sequential data. It is possible that the addition of a variety of 
gates to its architecture will enable it to recall more extensive 
data histories. It is capable of resolving the difficulties that 
typical RNNs face, such as gradient vanishing and gradient 
explosion. The gates are responsible for determining how the 
information will move through the network. The amount of 
information taken from history that will be stored is determined 
by the Input Gate. The amount of information that can be 
forgotten from previous moments is determined by the Forget 
Gate, while the Output Gates are responsible for controlling the 
internal memory unit, which is responsible for producing the 
required quantity of information for the subsequent cycle [15]. 

C. Structure and Learning 

Following a series of intensive experiments, we came to the 
conclusion that the best potential 1D-CNN-LSTM design is 
one that has one 1D-convolutional layer in addition to one 1D-
max pooling layer. The 1D-CNN layer's settings include a 
kernel size of 2, strides of 1, a rectified linear unit (ReLU) as 
the activation function, and a filter size set to 64. In the end, we 
came up with the optimum LSTM architecture, which consists 
of two layers of sequential LSTMs and two levels of dense 
layers. In the tests that we ran, we used a value of 100 for the 
number of units in both LSTM layers. Additionally, the 
"return_sequence" argument was given the value of true for the 
first LSTM layer and false for the second layer. This was done 
to ensure that each cell in the layer returned all of the outputs 
from the unrolled LSTM cell so that we could compare these 
outputs at each time step with the very next price in the 
sequence. At the very end, the network consists of two dense 
layers that follow one another for the purpose of making a final 
regression prediction. In the first dense layer, there are 25 
neurons, and in the final dense layer, there is just one neuron. 
Also, we employed the Adam optimizer with a batch size of 32 
and the Mean Squared Error (MSE) as our loss function. 

IV. RESULTS 

The data were gathered from the Yahoo Finance website, in 
the form of a time series. The historical data ranged from 
November 17, 2014, to December 31, 2022. Following the 
gathering of the data, a stage known as preprocessing was 
performed in order to rid the data of any missing values or 
noise and choose the features that will be utilized (feature 
extraction). We divided the data to 80% training and 20% 
testing subsets. We were unable to employ random splitting 
when dividing the data into training and validation sets since 
doing this will eliminate the time factor [16]. Therefore, we 
used the first 80% of the dataset to train the model, and the last 
20% to test it. The outcome was evaluated with the Root Mean 
Square Error (RMSE). The RMSE statistic determines how 
well a model can forecast a continuous variable. Because the 
RMSE units are the same units as the dependent objective of 
your data, it is possible to utilize this information to determine 
whether or not the magnitude of the error has any significance. 
The RMSE should be as low as possible for the model to have 
the best performance [17]. 
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We selected the following number of epochs: 50, 100, 150, 
200, and 250. According to Table I, the results are more 
conservative when using 150 epochs. 

TABLE I.  RMSE RESULTS VS NUMBER OF EPOCHS 

No. Epoch No. RMSE 

1 50 603.40959 
2 100 443.38573 
3 150 37.13838 
4 200 925.09971 
5 250 1179.22304 

 

The results provided in Figure 2 were generated by making 
predictions using the proposed model with 150 epochs. The 
green line represents the result of a close prediction, while the 
blue and yellow lines represent the results of data training. 

V. CONCLUSION 

The proposed 1D-CNN-LSTM model was successful in 
predicting the bitcoin value in the Yahoo Finance stock market. 
Our model, which makes use of the time series approach, was 
able to construct and produce results, and those results that 
were able to predict the price for the upcoming days. On the 
other hand, the result was not satisfactory in terms of RMSE, 
which is a drawback. It is worth mentioning that the stock 
markets are affected by a variety of factors, including political 
and economic issues that might have an impact on either the 
local or global level. Therefore, the price prediction of bitcoin 
with the use of any model cannot be perfectly precise. 

In future work, emphasis will be placed on a large number 
of additional deep learning layers, the addition of dropout, the 
modification of the number of epochs, and the utilization of a 
variety of unstable datasets in order to evaluate the prediction 
accuracy. 
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Fig. 2.  Prediction result of the price of bitcoin on epoch 150. 

REFERENCES 

[1] O. B. Sezer, M. U. Gudelek, and A. M. Ozbayoglu, "Financial time 
series forecasting with deep learning : A systematic literature review: 
2005–2019," Applied Soft Computing, vol. 90, May 2020, Art. no. 
106181, https://doi.org/10.1016/j.asoc.2020.106181. 

[2] W. Long, Z. Lu, and L. Cui, "Deep learning-based feature 
engineering for stock price movement prediction," Knowledge-Based 
Systems, vol. 164, pp. 163–173, Jan. 2019, https://doi.org/10.1016/ 
j.knosys.2018.10.034. 

[3] Y. Kara, M. Acar Boyacioglu, and Ö. K. Baykan, "Predicting 
direction of stock price index movement using artificial neural 
networks and support vector machines: The sample of the Istanbul 
Stock Exchange," Expert Systems with Applications, vol. 38, no. 5, 
pp. 5311–5319, May 2011, https://doi.org/10.1016/j.eswa.2010. 
10.027. 

[4] U. P. Gurav and S. Kotrappa, "Sentiment Aware Stock Price 
Forecasting using an SA-RNN-LBL Learning Model," Engineering, 
Technology & Applied Science Research, vol. 10, no. 5, pp. 6356–
6361, Oct. 2020, https://doi.org/10.48084/etasr.3805. 

[5] S. McNally, J. Roche, and S. Caton, "Predicting the Price of Bitcoin 
Using Machine Learning," in 2018 26th Euromicro International 
Conference on Parallel, Distributed and Network-based Processing 
(PDP), Cambridge, UK, Mar. 2018, pp. 339–343, https://doi.org/ 
10.1109/PDP2018.2018.00060. 

[6] M. Saad, J. Choi, D. Nyang, J. Kim, and A. Mohaisen, "Toward 
Characterizing Blockchain-Based Cryptocurrencies for Highly 
Accurate Predictions," IEEE Systems Journal, vol. 14, no. 1, pp. 321–
332, Mar. 2020, https://doi.org/10.1109/JSYST.2019.2927707. 

[7] H. Jang and J. Lee, "An Empirical Study on Modeling and Prediction 
of Bitcoin Prices With Bayesian Neural Networks Based on 
Blockchain Information," IEEE Access, vol. 6, pp. 5427–5437, 2018, 
https://doi.org/10.1109/ACCESS.2017.2779181. 

[8] J. Huisu, J. Lee, H. Ko, and W. Lee, "Predicting bitcoin prices by 
using rolling window LSTM model," in Proceedings of the KDD data 
science in Fintech Workshop, London, UK, Aug. 2018, pp. 19–23. 

[9] T. Shintate and L. Pichl, "Trend Prediction Classification for High 
Frequency Bitcoin Time Series with Deep Learning," Journal of Risk 

and Financial Management, vol. 12, no. 1, Mar. 2019, Art. no. 17, 
https://doi.org/10.3390/jrfm12010017. 

[10] Y. B. Kim et al., "Predicting Fluctuations in Cryptocurrency 
Transactions Based on User Comments and Replies," PLOS ONE, 
vol. 11, no. 8, 2016, Art. no. e0161197, https://doi.org/10.1371/ 
journal.pone.0161197. 

[11] Srivinay, B. C. Manujakshi, M. G. Kabadi, and N. Naik, "A Hybrid 
Stock Price Prediction Model Based on PRE and Deep Neural 
Network," Data, vol. 7, no. 5, May 2022, Art. no. 51, 
https://doi.org/10.3390/data7050051. 

[12] Md. E. Karim, Md. Foysal, and S. Das, "Stock Price Prediction Using 
Bi-LSTM and GRU-Based Hybrid Deep Learning Approach," in 
Proceedings of Third Doctoral Symposium on Computational 
Intelligence, Singapore, 2023, pp. 701–711, https://doi.org/10.1007/ 
978-981-19-3148-2_60. 

[13] O. Ahmed and A. Brifcani, "Gene Expression Classification Based on 
Deep Learning," in 2019 4th Scientific International Conference 
Najaf (SICN), Al-Najef, Iraq, Apr. 2019, pp. 145–149, 
https://doi.org/10.1109/SICN47020.2019.9019357. 

[14] D. K. Suker, "Deep Learning CNN for the Prediction of Grain 
Orientations on EBSD Patterns of AA5083 Alloy," Engineering, 
Technology & Applied Science Research, vol. 12, no. 2, pp. 8393–
8401, Apr. 2022, https://doi.org/10.48084/etasr.4807. 

[15] N. T. T. Vu, N. P. Tran, and N. H. Nguyen, "Recurrent Neural 
Network-based Path Planning for an Excavator Arm under Varying 
Environment," Engineering, Technology & Applied Science Research, 
vol. 11, no. 3, pp. 7088–7093, Jun. 2021, https://doi.org/10.48084/ 
etasr.4125. 

[16] F. Qian and X. Chen, "Stock Prediction Based on LSTM under 
Different Stability," in 2019 IEEE 4th International Conference on 
Cloud Computing and Big Data Analysis (ICCCBDA), Chengdu, 
China, Apr. 2019, pp. 483–486, https://doi.org/10.1109/ICCCBDA. 
2019.8725709. 

[17] M. Ćalasan, S. H. E. Abdel Aleem, and A. F. Zobaa, "On the root 
mean square error (RMSE) calculation for parameter estimation of 
photovoltaic models: A novel exact analytical solution based on 
Lambert W function," Energy Conversion and Management, vol. 210, 
Apr. 2020, Art. no. 112716, https://doi.org/10.1016/j.enconman. 
2020.112716. 


