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ABSTRACT 

Machine learning-based feature extraction and classification models play a vital role in evaluating and 

detecting patterns in multivariate facial expressions. Most conventional feature extraction and multi-modal 

pattern detection models are independent of filters for multi-class classification problems. In traditional 

multi-modal facial feature extraction models, it is difficult to detect the dependent correlated feature sets 

and use ensemble classification processes. This study used advanced feature filtering, feature extraction 

measures, and ensemble multi-class expression prediction to optimize the efficiency of feature 

classification. A filter-based multi-feature ranking-based voting framework was implemented on different 

multiple-based classifiers. Experimental results were evaluated on different multi-modal facial features for 

the automatic emotions listener using a speech synthesis library. The evaluation results showed that the 

proposed model had better feature classification, feature selection, prediction, and runtime than 

traditional approaches on heterogeneous facial databases. 

Keywords-multi-modal facial features; feature ranking; multi-modal outlier component 

I. INTRODUCTION  

Automatic facial expression analysis in an image has two 
parts, extracting features and partitioning them into groups [1]. 
Feature extraction is the process of getting information from an 
image or a series of images, and is usually performed in two 
steps: turning the input image into a feature vector and then 
reducing its number of dimensions. The need for real-time 
systems poses even more strict limits on how well these tasks 
can be performed. In general, the methods for feature 
extraction can be partitioned into two groups: model-based and 
pixel-based. Model-based techniques, such as active 
appearance and active contour models, need some information 
and assumptions about the shape of facial features to model [2-
4]. Model-based methods are not affected by changes in 
lighting or head pose but take a long time to fit the model as 
they use iterative steps. Pixel-based techniques usually work by 
mapping information about pixels to information about features 
without any modeling or iteration. Pixel-based methods use 
pixels instead of making wrong assumptions about the shape of 
facial features, as model-based methods do. 

Pixel-based methods get information about the face and 
take less time to process but have the drawback of being 
sensitive to changes in lighting and head position. Facial 

expression analysis can be used to help with human-computer 
interaction, entertainment, medical applications (e.g. pain 
recognition), interactive videos, behavior monitoring, and 
figuring out when someone is lying. People's desire to interact 
with computers not only with their hands but also with their 
facial expressions is another important source of motivation. 
The progress in computer vision and social intelligence allows 
human-centered designs, instead of computer-centered ones, 
that only take into account the user's intentional input and 
ignore the majority of information communicated by affective 
states. Deformable Parts-Models (DPMs), also known as 
pictorial structure modeling, are one of the most common ways 
to make generic object detectors. Recently, DPMs have been 
used to find faces, and the results are state-of-the-art. 
Estimating the DPM parameters is performed in two ways: 
weakly and strongly supervised [5-7]. Generally, the SVM 
classification scheme is based on the characteristics of the 
statistical learning mechanism [8]. Minimizing structural risk is 
supported by the ability of the SVM classifier to perform the 
entire classification process smoothly and effectively. 
Additionally, the SVM technique is quite effective in the case 
of small training data. 
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II. LITERATURE REVIEW 

In a weakly supervised setting, the bounding boxes of the 
face and non-face images are used as examples of what to do 
and what not to do. The mixtures and the location of the part 
are known ahead of time but are kept secret in the training set. 
In this case, only facial bounding-box annotations are needed, 
so thousands of annotations can be made in just a few hours. In 
a strongly supervised setting, parts of the mixture are labeled in 
the training database, which also has facial images with facial 
landmarks that have been labeled. This method is not practical 
as marking important landmarks is time-consuming and takes 
hundreds of hours for a few thousand facial images. Different 
arguments have been pointed out on how well weakly and 
strongly supervised annotations work. In [3], facial DPMs 
trained with strongly supervised annotations performed better 
than those trained with weakly supervised annotations. In [4], 
the weakly supervised DPM with fixed a priori components 
performed better than the current best method. Researchers are 
also concerned that DPMs are hard to compute, making it hard 
to use them in real-time systems. Recently, scientists have been 
trying to obtain real-time performance by simplifying 
computations. In [5], a branch-and-bound framework and a 
dual-tree data structure [6] were used to speed up star-shaped 
DPMs. Other approaches to speed up DPMs are DPM fitting by 
computing filter correlations using the Fourier transform [7], 
building a cascade of classifiers from DPMs [9], and using a 
fast neighborhood-aware cascade strategy [10]. The DPMs 
perform great in recognizing faces but cannot extract landmark 
points, which is a requirement for many facial expression 
analysis systems. An Active Appearance Model (AAM) and its 
variations [11] were used to get the best performance at the 
moment in landmark localization.  

AAM variants work better because they use a fully 
connected matrix to model the shape, while DPMs are part-
based texture models. Feature extraction turns an image into a 
feature vector so that classification can be done quickly. The 
need for real-time applications puts even more strict limits on 
how well this task can be performed. In [12], facial features, 
used to figure out how someone is feeling, were split into two 
main groups: primary and secondary features. Primary features 
are the most basic and important ones that can be used to 
identify the six basic emotions [13]. Secondary features are 
extra features that make emotion recognition more accurate and 
help distinguish features that are the same based on primary 
features. Some secondary features are the length of the mouth, 
the side wrinkles on the nose, the presence of teeth, the angle of 
the eyebrows, and the thickness of the lips. Geometric and 
appearance feature extraction methods are the two main types. 
Researchers have created hybrid features by putting these two 
features together. Face parts such as the nose, eyes, eyelids, and 
lips are used as landmarks to create geometric features.  

Many different methods have been used to find landmarks 
by modeling facial features [14]. Active contours are geometric 
models whose initial coordinates are set by the model's 
parameters. Parametric shape models, on the other hand, are set 
by explicit shape equations. Active contour models get closer 
to the truth more quickly, but they depend a lot on the initial 
parameters. Active Shape Model (ASM) was suggested as a 

way to solve this problem, as it is a shape-restricted iterative 
modeling method that uses a statistical model, called Point 
Distribution Model (PDM), to get information about a shape 
that has already been used. A function that tries to save energy 
is used to fit the model to different images. The functions that 
try to minimize energy work either in the spatial [15] or the 
parametric domain [8]. In [16], a Gabor filter bank was used 
with 8 orientations and 5 spatial frequencies to get Gabor 
magnitudes from the whole face, and the AdaBoost method 
was then used to choose the subset of features. SVM used the 
results of the filters chosen by AdaBoost to sort seven facial 
expressions based on how they make people feel. Gabor 
features are used to extract features not only in the spatial but 
also in the temporal domain. In [17], Gabor features were used 
to analyze the behavior of both faces at the same time. In [18], 
the use of spatiotemporal Gabor filters was proposed to obtain 
information about space and time when recognizing subtle 
expressions. In [19], Gabor features were used around 
landmark points to continuously estimate the intensity of FACS 
data.  

A Local Binary Pattern (LBP) was suggested for texture 
analysis in [20]. Due to its small neighborhood, the basic LBP 
cannot find large-scale structures that are the most important. 
To solve this problem, a circular neighborhood was chosen that 
was centered on the pixel that needed to be labeled. Several 
different versions of LBP have been suggested [21]. HOG 
features were first used to find people, and they are made by 
counting how many times a gradient orientation shows up in 
certain parts of an image. The idea behind HOG features is that 
the shape and look of facial features can be described by how 
intensity gradients are spread out. To find the HOG features, 
the image is broken up into small, connected areas called cells, 
and a histogram is made for each cell. Normalizing the 
histogram compensates for differences in light and dark. 
Feature classification is used in several systems to help with 
recognition, verification, and identification. A facial expression 
analysis system needs to be able to recognize both static and 
changing patterns. Dynamic patterns are the hardest to 
recognize because they change in space and time. This makes 
them the most difficult to classify. There are supervised and 
unsupervised methods to train facial expression analysis 
systems. In supervised learning, the event labels are already set 
in the training data, while in unsupervised learning, the training 
data are not labeled and event categories are figured out on 
their own [22]. There are two main types of facial expression 
recognition systems. In frame-based expression recognition, 
each video frame is examined on its own, while in sequence-
based expression recognition, the movement between frames is 
examined, which depends on other frames in the video. In [23], 
a nearest neighbor classifier was used for the parameters that 
were calculated by fitting local parametric motion models to 
different parts of the face. 

Facial expression recognition is another area where neural 
networks have been used [24]. In [25], Fischer linear 
discriminant analysis was used to recognize expressions in the 
encrypted domain. In [26], a fuzzy relational approach was 
proposed to recognize human emotions from facial 
expressions, using three different fuzzy sets: high, low, and 
moderate. In [27], a genetic algorithm was used to adjust the 
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parameters of the membership function and make fuzzy 
inference systems work better. In [28], after the system was 
able to recognize faces at the frame level, facial features were 
modeled over time by adding the movement of facial 
expressions. A common way to divide expressions by time is to 
use HMMs to find a match between the start, peak, and end of 
an action and an underlying latent state. In [29], HMM was 
used to recognize natural emotions. In [28], a DBN was used to 
model two types of temporal dependencies: how each AU 
changes over time and how different AUs change over time. 

In [31], a method was proposed and evaluated on several 
benchmark datasets, achieving high accuracy compared to 
previous methods, but had some potential drawbacks as the 
multi-region approach can increase computational cost and 
complexity. In [32], the proposed method leveraged the self-
attention mechanism of the transformers to learn feature 
representations of facial images and improve the accuracy of 
facial expression recognition. The widely adopted VGG-Face 
architecture was used for feature extraction, introducing a 
spatial and channel-wise attention mechanism to weigh feature 
maps. In [33], the first branch used a CNN with a local 
attention mechanism to extract local features, while the second 
used a CNN with a global attention mechanism to capture 
contextual global information. In [34], a method was proposed 
that extracted high-order statistical features, including the 
histogram of oriented gradients and local binary patterns, from 
the input facial images. 

III. PROPOSED FRAMEWORK 

This study designed a novel facial gesture-based sign 
detection method using multilevel facial features and an 
annotated sign database. This framework used sign text 
annotations, text audio library, and multi-model features to find 
and map the facial gestures to their corresponding sign 
annotation. Each gesture and its pair of signs were fused for the 
training data. This model used different multi-modal feature 
ranking measures to classify the multi-modal features along 
with the sign annotations. Finally, a hybrid ensemble 
heterogeneous multi-modal sign classification framework was 
implemented in the training data, using novel base classifiers 
such as linear feature extraction measures, non-linear feature 
extraction measures, and hybrid multidirectional local and 
global gradient descriptors, as shown in Figure 1. 

The proposed framework included a novel metaheuristic-
based feature ranking and classification approach on a real-time 
facial dataset. Initially, facial data were taken as input for the 
feature extraction, ranking, and classification process using a 1-
sec interval video sequence. The video sequences with facial 
features were stored in a real-time cloud server for data 
analysis. The statistical feature anomaly detection approach 
was used to filter outliers in the input data. In the next step, the 
ensemble feature ranking approach was used to find the 
essential multi-modal features for the segmentation process. 
Finally, an advanced ensemble learning model was used to 
optimize the prediction rate in the segmented classes. 

 
Fig. 1.  Proposed multi-modal facial sign annotation and classification 

framework. 

The proposed model was implemented in 2 phases: 

 Phase 1: Multi-modal feature extraction measures and 
filtering. 

 Phase 2: Proposed feature segmentation-based ensemble 
classification. 

A. Phase 1: Feature Extraction Measures and Filtering 

In this phase, different statistical measures such as Log 
Cosine and Exponential Inverse Differential Moment 
(LCEIDM), Max-Chi-Correlation based Inertia, facial 
curvatures, standard deviation, kurtosis, skewness, and RMS 
were used to find the essential multi-modal features in each 
frame of the training dataset. Filter-based feature ranking used 
the ant bee colony approach. 

 Step 1: The missing values filling algorithm was: 

  for each feature F in dataset D 

    for each instance value I(j) in the 

F(i) do 

      if (instance is null) then 

         ������ = �	
{ | ���� 
� − �����������|�/��	
��������� − �
�����������} 
      endif 

    endfor 

  endfor 
 

 Step 2: Initialization of ant parameters. 

�� = �	
{ �. ����1 − ����, � !"#$ %&�' ()$�*
+'* }  

��, ∈ �0,1�  
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 Step 3: Employing bee phase: In this phase, new candidate 
solutions are generated for each employed bee. Initially, 
each value of the employed bee was initialized to the new 
candidate solution c(i)=x(i). 

 Step 4: The fitness value of the candidate solutions can be 
computed using: 

/
0� = ��123��345 ; if  Kerneli ≥ 0  

/
0�=1+abs�6%7�%8�� ; otherwise  

B. Phase 2: The Proposed Cluster-based Ensemble 
Classification Framework 

This phase implemented a hybrid signal clustering approach 
to find the classes on the training data. Here, cluster labels are 
used to predict the variation of the multi-modal gesture 
segmentation process. 

1) Feature Segmentation Framework  

Two steps were implemented using the likelihood 
probability estimation functions. In the first step, referred to as 
the expectation step, model variables are estimated and the 
probability of each instance is predicted for the cluster 
assignment. 

Let 9̂  represent the novel posterior estimation parameter 
used to predict the occurrence of each feature in the given large 
number of training samples. 

;7 < =�9̂/>�  is the occurrence of new patterns in the 
category of classes. In the expectation phase, the maximization 
of the probability estimation is performed on the training data 
as: 

;7 < =�9̂/>?� = ?@A{ BC��� �5, BD�,E� �5. BD�}.∑ E�GD/ �5�H5IJ|K|.E�GD/ ��    

In the maximization phase, model parameters are estimated 
using the signal features and their class patterns. In the 
maximization step, the probability of data occurrence in the 
given class is given as: 

;7 < =�>/ L� , 9̂� = E� �5/ G5�.?@A{ E� GD�;?NO..�}.4CP� E�Q��^
E� G/ R5�   

These two phases are repeated until the number of 
maximum iterations or no change in the error rate. 

2) Proposed Ensemble Classification Learning Model 

A hybrid feature ranking-based decision tree model was 
constructed using the following equation: 

;LSTU�L, V?� = WX∑ � L�/| L� |Y| Z |�N� − [ �\G]�� �\
Y �!^Y ×

�	
{ `	
�S	0
<aL� , V?� , V<�b
0`	
�S	0
<� L� , V?�c  

where Fi is the i-th cluster class and Fj is the j-th cluster class. 

3) Mutual Information-based Feature Ranking 

The ensemble feature ranking measure based on mutual 
information was given as: 

��Vℎ
�ef	7%�T� , T�� = �	
{;7 < =�T�� ×   
          8<h� T�/T�, ∑ ∑� |T� − TC| − O.i�*

Rj }  

;7%�0
�	0
<� =           − ;%�0
�	0
<�� T��. 8<h� ;%�0
�	0
�<� T���  

k�0V<�b%�0� T� = ∑ ;7%�0
�	0
<�∑�   

The hybrid Hellinger feature ranking measure is given as: 

Math.cbrt(entropy(data)×total×GHDSplitCriterion.comput
eHellinger(data)) ×Pr/ ( chiVal(data))    

4) Non-linear SVM Kernel Function 

An advanced non-linear classification approach was used to 
find the essential multi-modal classification process. The 
proposed classification approach was used to detect the level of 
facial patterns based on the selected features. Different filters 
were used in the framework to find the essential key features 
for the classification process. This approach was composed of 
the following steps: 

 Step 1: Feature Space FS= F(Filter(Images)) 

 Step 2: For each feature map in the layer, compute the 
feature correlation among the different features space as: 

%, = �! ><77%8	0
<� aLO�7�l. ∑ ���O�7� − mC�7��!?@   

mC�7� = ∑ ��]C�7�n]Oo,   

p]C�7� = 
ap]C�7�l. h�p�]�7�  

p�]�7� = ∑ q�]
��7� + 	]?   

 Step 3: Apply the non-linear probabilistic optimization 
function as: 

�
�{m�} = s. ∑ ∑ %& tuvwE5\w. T�h� , U7x�y�|zR|�N�,�N�   

where D is the Euclidean distance. 

�
� { = �! ∥ �
h��q∗~�
�� + �� ∥ !. +�	
{m�} =      s. ∑ ∑ %& tuvwE5\w. logw;��w + �. �� ∑ ��� + �����N�|zR|�N�,�N�   

   ;�� = E�C�� �5��x\y.3(� $�5,��x\y���aw��w,|�$|l�

∑ 3(�$�5,��x\yD∗��� ��DIJ
  

where  h��`� , U7x
y�ST, and � is the number of segments. 

   U�G = ∑ h� . U7x
y/ ∑ h�|��|�N�|��|�N�   

�� = �! ln ��&���� �  

� = 	7h�34,�� min ��   

q. ~�
� + � − �� − �� ≤ � + ��∗  

��� − q. ~�
� − � + �� ≤ � + ��  �� , �� , �� ≥ 0, 
 = 1,2, . . �  

�Z = ��
ef% V �T�;//��
ef% ><8f�� �	8f%�  
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¡�Z = ¡
�0<=
��x y = ℎ
�0<h7	�=
��T�  

`	f��
	�6%7�%8: `6��, 9� = %&Q*/�2 ∗ �!�  

n = h�� = `6a∑ ¡�Z , ∑ �Zl  

6%7�%8 ;7<=	=
8
0� = 6;�T� = |¡�Z/�∑ n ∗ ¡�Z�|  
`	f��
	�k�07<£�: `k�b�� = −`6�∑ b� . log�b�� , �¤��   

In the above equations, the probabilistic Gaussian 
estimation function was used to find the ranked features on 
each multi-modal facial feature space. 

;k = %&R*/�2 ∗ T�!� ∗ |¡�RJ/�∑ n ∗ ¡�RJ�| + %&R*/ �2 ∗ T!!� ∗ ¡�R*/�∑ n ∗ ¡�R*�  

if (PE>0) then: 

    ¥ = V8	��
/� ¦aT� , T�l§  

else continue 

Let I be the input image and S be the input hyperplane with 
inter and intra-block regions intensities as M and N. Then the 
objective function of the proposed model is given as: 

max {x∑ ��. min{qh0!��} + £�¥��¥��yK�&� &� x∑ e�¥��¥�yS}K�&�   

�. min{qh0, ��} ≥ 0  

e� ª 0  

Proof: In the following formulation, N(M, N) is used to find 
the multi-class objects in the given classification problem. The 
non-linear equation of the proposed model is solved using the 
following formulation, where wgt, S, M, and N are the input 
parameters, and the derivation of the proposed non-linear 
kernel equation is as follows: 

p��, p� = ∑ ⃦  �¥� − min{qh0, ��} ¥��. p�K�N� ⃦�! +         �. qh0   ⃦ p   ⃦�!   

where S are the segmented regions, I is the block intensity, M 
and N are the block size, η is the scaling factor, and wgt is the 
weight of the block. 

= ∑ U7xa�¥� − min{qh0, ��} ¥��. p�l� . a�¥� −K�N�min{qh0, ��} ¥��. p�l + �. U7{�qh0 ∥ p ∥�� . �qh0 ∥ p ∥�}    
= ∑ U7xa�¥�� − p. �� . min{qh0, ��} ¥��l. �K�N� a�¥� −min{qh0, ��} ¥��. p�l + �. U7{�qh0 ∥ p ∥�� . �qh0 ∥ p ∥�}  

= ∑ U7{�¥�� . �¥� − p. �� . min{qh0, ��} ¥�� . �¥� −K�N��¥�� . min{qh0, ��} ¥��. p� +p. �� . min{qh0, ��} ¥��. min{qh0, ��} ¥��. p�} +�. U7{�qh0 ∥ p ∥��. �qh0 ∥ p ∥�}  

= ∑ U7­�¥�� . �¥�l − U7�p. �� . min {qh0, ��}¥��K�N� . �¥�� −U7a�¥��. min{qh0, ��} ¥��. p�l +U7�p. �� . min{qh0, ��} ¥��. min{qh0, ��} ¥��. p��} + �. U7{�qh0 ∥ p ∥�� . �qh0 ∥ p ∥�}  

=�! ∑ U7a¥�� . ¥�l −K�N�  � min {qh0, ��} ∑ U7ap. �� . ¥��. ¥�l −K�N� ∑ �. minK�N�∑ min{wgt, I±}! . Tr�N. M¶.K�N� ¥�� . ¥��. p��} + �. qh0!U7�∥p ∥�� . �∥ p ∥�}  

· ª �! ∑ a¥�l − � min {qh0, ��} ∑ ap. �� . ¥�l −K�N�K�N��. min{qh0, ��} . ∑ a¥��. p�l +K�N�min qh0, ��}! . ∑ p. ¥���}K�N� + �. qh0!�∥ p ∥�} + ¸  

Differentiating wgt, N we get: 

·∗ =— � min {qh0, ��} ∑ a�� . ¥�l −K�N��. min{qh0, ��} . ∑ a¥��. p�l +K�N�min{qh0, ��}! . ∑ ap. ¥��l + � qh0!K�N� �∥ p ∥�} + ¸  

This Z*
 estimates the feature class classification process. 

IV. EXPERIMENTAL RESULTS 

The proposed framework was implemented in Python with 
third-party audio annotation libraries. In the initial phase, all 
the facial features were extracted using multi-modal feature 
extraction and ranking measures. The extraction process used 
the Apache Math and Weka libraries to improve the feature 
ranking process. These collected features were annotated using 
the training sign annotations. In this study, OpenCV was used 
to implement a novel ensemble multi-modal facial feature 
classification process. Figures 2-5, represent the test data 
predictions for the neutral, happy, angry, and surprise classes 
using the different multimodal feature classes. In each figure, 
the respective class has a higher probability estimation 
compared to the other multi-modal feature classes using the 
ensemble classification process. 

 

 
Fig. 2.  Experimental result of neutral facial class on the multi-modal 

different classes. 

 

Fig. 3.  Experimental result of the happy facial class. 
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Fig. 4.  Experimental result of the angry facial class. 

 

Fig. 5.  Experimental result of the surprise facial class. 

Table I displays the total count of features extracted using 
the proposed feature extraction measures for each multi-modal 
feature in the input data. This table provides information about 
the number of features extracted from different modalities or 
types of data. The multi-modal features undergo a filtering 
process to remove noisy features in each frame, ensuring that 
only relevant and meaningful features are retained for further 
analysis. Noisy features, which may introduce errors or 
irrelevant variations, are eliminated to improve the quality and 
usefulness of the extracted features. The resulting filtered 
multi-modal features are then used for subsequent processing 
or analysis tasks. 

TABLE I.  PERFORMANCE ANALYSIS OF THE PROPOSED 
MULTI-MODAL FILTERED FEATURES COUNT AND 

COMPARISON TO TRADITIONAL  MODELS 

Multi 

Modal 

FER 

MI+CNN 
Chisquare 

+CNN 

Correlation 

+CNN 

KernelFS 

+CNN 

Proposed 

FEM 

#100 82 83 72 55 32 

#200 86 79 64 64 34 

#300 81 75 63 65 33 

#400 89 86 72 59 30 

#500 82 90 66 60 38 

#600 88 92 71 63 31 

#700 86 79 66 58 33 

#800 82 92 68 66 30 

#900 79 86 71 56 32 

#1000 89 76 74 63 36 

 

Figure 6 represents the total feature count of the proposed 
feature extraction measures on each multi-modal feature on the 
input data. The results show that the proposed multi-modal 
features are filtered after removing the noisy features in each 
frame. Table II presents the test classification accuracy of the 
proposed multimodal facial features using an ensemble 
learning framework, presenting the accuracy scores obtained 
for different facial expression evaluations. The proposed 
filtered-based classification approach outperformed traditional 

models in terms of accuracy, indicating that the filtering 
process, which removed noisy features from the multimodal 
facial data, led to improved classification results. The ensemble 
learning framework combined with the filtered multimodal 
features contributed to higher accuracy in evaluating facial 
expressions. The results highlight the effectiveness of the 
proposed approach in achieving superior performance 
compared to traditional models. Figure 7 shows the accuracy of 
the proposed multimodal facial feature ensemble learning 
framework. The results show that the proposed filtered-based 
classification had better accuracy than traditional models on 
different facial expression evaluations. 

 

 
Fig. 6.  Performance analysis of the multi-modal filtered feature count of 

the proposed and traditional models. 

 
Fig. 7.  Performance analysis of the proposed multi-modal class recall 

filter-based ensemble learning model with traditional models. 

Table III and Figure 8 illustrate the test classification 
precision of the proposed multimodal facial feature model 
using an ensemble learning framework. The table shows the 
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precision scores achieved for various facial expression 
evaluations. The proposed model showed higher precision 
compared to traditional models. This suggests that the filtering 
process, which removes noisy features from multimodal facial 
data, improved precision in classifying facial expressions. The 
combination of the ensemble learning framework and the 
filtered multimodal features improved precision. These results 
emphasize the superiority of the proposed approach over the 
traditional models in accurately evaluating facial expressions. 

TABLE II.  PERFORMANCE COMPARISON OF THE 
PROPOSED MULTI-MODAL FILTER-BASED ENSEMBLE 

LEARNING MODEL WITH TRADITIONAL MODELS 

Multi 

ModalFER 

Chisqure+

CNN 

Correlat+

CNN 

KernelFS+

CNN 

Proposed 

FEM 

#100 0.928 0.94 0.957 0.983 

#200 0.93 0.924 0.966 0.981 

#300 0.932 0.939 0.967 0.985 

#400 0.924 0.925 0.962 0.989 

#500 0.938 0.932 0.957 0.987 

#600 0.924 0.929 0.967 0.985 

#700 0.922 0.94 0.952 0.981 

#800 0.931 0.927 0.97 0.988 

#900 0.936 0.947 0.97 0.984 

#1000 0.934 0.937 0.962 0.98 

TABLE III.  PERFORMANCE ANALYSIS OF PROPOSED 
MULTI-MODAL CLASS PRECISION FILTER-BASED 

ENSEMBLE LEARNING AND TRADITIONAL MODELS 

Multi Modal 

FER 

Chisqure+ 

CNN 

Correlat+ 

CNN 

KernelFS+ 

CNN 

Proposed 

FEM 

#100 0.92 0.937 0.955 0.983 

#200 0.94 0.941 0.96 0.988 

#300 0.926 0.925 0.964 0.985 

#400 0.938 0.947 0.969 0.988 

#500 0.937 0.923 0.963 0.981 

#600 0.928 0.948 0.957 0.983 

#700 0.938 0.927 0.957 0.984 

#800 0.93 0.945 0.958 0.984 

#900 0.923 0.933 0.962 0.985 

#1000 0.924 0.944 0.958 0.98 

 

 
Fig. 8.  Performance comparison of the proposed multi-modal class filter-

based ensemble learning model with traditional models. 

Overall, the proposed approach offers superior precision in 
facial expression evaluation, showcasing its potential for more 
accurate and reliable results compared to traditional models. 

V. CONCLUSION 

In this study, a hybrid approach combining multiple feature 
extraction and filtering techniques was designed and 
implemented for the ensemble classification of different multi-
modal classes. Traditional models often suffer from high false 
positive rates and mean error rates when applied to various 
multi-modal facial classes. To address this issue, a filter-based 
multi-feature ranking system was integrated into a voting 
framework, which was implemented on different classifiers 
designed for multi-modal data. The experimental results were 
evaluated using various multi-modal facial features within an 
automatic emotion listener system utilizing a speech synthesis 
library. The proposed multi-modal facial gesture-based 
ensemble learner outperformed the traditional approaches on 
heterogeneous facial databases in terms of feature ranking, 
feature selection, prediction accuracy, and runtime 
performance. This paper showcased the effectiveness of the 
designed approach in improving the classification and 
prediction capabilities for multi-modal facial data, leading to 
improved performance compared to conventional methods. 
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