An Innovative Metric-based Clustering Approach for Increased Scalability and Dependency Elimination in Monolithic Legacy Systems
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ABSTRACT
Scalability is one of the system’s characteristics highlighted in the recent literature, and it is directly related to issues that are encountered in state-of-the-practice technology. The scalability of a system is challenging because monolithic legacy systems are hard to scale due to the high level of component dependencies. To the best of our knowledge, there is no published work available that can identify the components from a monolithic legacy system in the context of dependent and independent components and scale them accordingly. The main contribution of this paper is the proposal of a novel approach for the exclusive identification of dependent and independent monolithic legacy system components. The proposed approach also helps to remove the dependency among components of monolithic legacy systems. As a result, it establishes a precise method that identifies all the components of an application and removes the dependency among components, helping to increase the scalability of the resulting application. This approach was validated by several experiments, and the key findings were the identification of dependent and independent components, the identification of relationships among components, and the identification of the abstract level architecture of the monolithic legacy system. In future work, the proposed method will be enhanced toward the recovery of the whole system’s architecture.
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I. INTRODUCTION
Scalability is a needed quality attribute of a process or system of non-functional requirements that describes the ability of the software to scale analogous to the demands (load scalability, structural scalability) [1-5]. Scalability saves resources in terms of the time required to scale the software [6]. If scalability issues are not fixed rapidly and timely, the system can become unmaintainable [5]. At the point when scalability isn’t altogether disregarded, requirements regularly are described distinctly regarding application boundaries.

- Load scalability: A component of a monolithic legacy system can be added, removed, or modified to accommodate changing loads. The system has the ability to adapt graciously as the presented circulation increases [4].
- Structural scalability is the capacity of a system to extend in a picked measurement without significant modifications to its architecture, and its usage or models don’t impede the development of the number of objects it encompasses [4].

A monolithic legacy system architecture is the traditional unified model for software development and design. Traditional software is intended to be self-contained. Software components are interconnected and related as opposed to loosely coupled just like the case with a software modular [7]. This can create many challenges for groups working in a similar environment [8]. A monolithic legacy system is simple to develop and to test and has numerous obligations, e.g. it is independent from other applications and self-contained. These traditional architectures are commonly hard to upgrade, deploy, and maintain, and difficult to understand [9].

After the evaluation of the relevant research, it has been established that dependency removal of a component to increase the scalability of a system is an area where a serious effort is required to bridge the identified knowledge gaps.
A. Components

Components play a significant role in reducing the scalability issues of monolithic legacy systems [10]. Components are defined as the smallest self-managing, autonomous, and helpful sets of a system that works in various environments. Components are regularly circulated objects consolidating propelled self-administration features [11]. The components utilized in these essential programming applications are comprised of central blocks that can be joined together, relying on the prerequisite [12]. Components increase the productivity of application developers and improve the programming quality due to the high level of reusability [13]. It is vital for an application developer to alter parts since it is uncommon to discover the components coordinating their non-functional and functional requirements in new system applications [13]. Software engineering is favored due to these reasons. It can address these worries beginning from the prerequisite of the undertaking. The activities are to be executed by the product of a specific business for which it is planned [14]. Additionally, it can likewise guarantee the duty regarding individual groups. Software development based on components has emerged as a successful way to deal with building an adaptable system. Component-based work has risen as a compelling way to deal with complex programming systems [15]. Its advantages incorporate decreased improvement costs through reusing off-the-shelf components and expanded flexibility through including, evacuating, or replacing components [16, 17].

The system applications are to be kept running in the cloud with effectiveness. This requires substantially more expertise than what is essential to convey any programming in virtual machines. It is continuously prescribed to oversee cloud applications consistently to use their assets as per the approaching burden and to confront the disappointments, to duplicate and rehash every one of the segments to give flexibility if there should arise an occurrence of inconsistent framework [18]. When a program is planned to keep in view every one of the prerequisites, it turns out to be very extreme for the software architect to present radical changes which are later on requested by plans of action or clients as often as necessary. The major downside of the monolithic and untrustworthy. Versatility is an essential element that is considered the least essential and challenging procedure in light of the multifaceted nature of the errand is to be performed inside the components [22]. The lengthy software cycle in light of the multifaceted nature of the framework is an obstacle in current, dependable administrations. In this strategy, the figuring method delivers the wanted outcomes. The method utilized is bunching, which is considered the least essential and challenging procedure utilized in building and science [12]. The primary and most essential target of executing this system is to mention the objective facts clearer to build up a superior comprehension. This robust understanding makes it simple to create complex information structures from given directives. A grouping strategy or technique is commonly used to distinguish all the related segments of monolithic legacy systems alongside their duties. As the info utilized in this procedure features the interconnectivity of every one of these parts, this grouping strategy is beneficial to limit the interconnection among various components to create ideal outcomes.

B. Clustering

In the proposed method, reverse engineering is used to produce the wanted outcome. This method utilized with the end goal of reverse engineering is considered the least complicated and the primary method utilized in engineering and science [12, 23]. The primary and most imperative target of implementing this method is to mention the objective facts clearer in order to build up a superior understanding. This awareness makes it simple to create a sophisticated learning structure from given highlights. Bunching strategy or technique is commonly liked to recognize all the related parts of monolithic legacy systems alongside their obligations [24]. As the information utilized in this strategy features the interconnectivity of every one of these components, this metric-based clustering method is very valuable to limit the interconnection among various parts in order to create the ideal outcome [25, 26]. Clustering is a procedure in which huge frameworks are divided into pieces. This sensible framework exhibits that the substances which bear closeness with each other have a place in a similar subsystem, while the elements with a contrast among each other are ordered into various subsystems [12]. The clustering procedure is commonly utilized in distinguishing the product parts [18, 27]. A software developer with vast experience may highlight two kinds of issues in practice. The first issue is that it is challenging to decide on an explicit cluster, which is utilized for profoundly coupled parts [26, 28]. The second issue is to decide on the bunch mapping, which connects the software components [29].

C. Metrics

Metrics are tools for gathering and organizing data into coherent groups. In the context of this particular research, metrics assume a crucial role in assessing the various components of a monolithic legacy system [32, 33]. By employing metrics, we are able to effectively categorize and cluster all relevant system components. Through this process, we discover the intricate relationships between these components, identifying dependencies and independencies among them. These metrics provide us with a comprehensive understanding of the system's inner working and enable us to gain insight into its overall structure and functionality. By mapping out the interdependencies, we are able to discern the impact that changes or modifications in one component could have on others, aiding us in making informed decisions regarding system maintenance, optimization, or potential refactoring efforts. Furthermore, the metrics serve as a means to quantify the system's performance, highlighting areas of strength and potential weaknesses or bottlenecks. This information is proved to be invaluable in the pursuit of improving a system's overall efficiency and reliability.
the diligent utilization of metrics, we are able to extract meaningful insight and enhance our comprehension of a monolithic legacy system, ultimately contributing to its enhancement and evolution.

D. Related Work

There are many approaches in identifying the software components of monolithic legacy systems. Authors in [34] find the components based on classes and use a clustering algorithm. The approach presented in [35] makes use of only variables related directly to components. However, this can lead to low component quality. The identified components do not fulfill the requirements of scalability. Authors in [34] relied extensively on UML diagrams only, which may not mirror the original structure of a system [36, 37]. However, our method is general and based on the investigation of the source code [38], which leaves the leading software design curio that mirrors the truth of a system. To the best of our knowledge, there is not a method/technique in the literature for identifying the components of a monolithic legacy system in the context of dependent and independent components and relationships among them. It is necessary to scale the developed monolithic legacy system. By using the proposed method, we identified the components and also found the relations among them and made an abstract-level architecture of the monolithic legacy system. In this way, software architecture, open-source advancement, authoritative structure, and obligation are vertically disintegrated [27]. During the time spent on software development, a complex system is challenging to be architectured expertly. So, architecture refinement plays a critical job in the description of software architecture [12]. In a stepwise refinement, a succession of steps beginning from a unique detail of the design prompts a reliable, execution-focused, and building model [39]. To the point of a component, the conceptual architecture could be refined to a progressively robust design by sets. The architecture comprises two parts and a connector. The reality of software architecture representation gives numerous points of interest amid all the periods of the programming life cycle [20, 40]. For some systems, like the inheritance ones, there is no available representation of their architecture [41, 42]. The interface of a component should be the essential concern of its designer or developer. Since the components are intended for use in an assortment of systems and need to give the administrations the ability to pay a little heed to the setting, designers endeavoring to utilize a segment must almost certainly distinguish the capacity of a component and the methods for invoking its behavior [43]. Monolithic applications come up with failures when the number of clients getting to a system becomes excessively high or when too many features are integrated into a single system [20]. Component architecture gives software engineers a way to deal with the multifaceted nature of vast-scale logical recreations and to push toward a fitting and-play condition for elite figuring [44]. Some vast and expensive software systems work in a constant domain under requesting execution prerequisites. Often a large portion of the expense for an item is spent on support [45]. Numerous advantages can be picked up by partitioning a system into components. Additionally, maintainability and scalability are accomplished [46, 47]. A comparison of some appropriate methods is shown in Table I.

E. Contribution of this Study

- Method Creation: A method was developed to identify dependent and independent components in a monolithic legacy system using metrics and clustering techniques.
- Scalability Enhancement: The method was successfully applied in a multinational industrial project, resulting in increased scalability.
- Dependency Removal: The dependent and independent components were identified and dependencies among the dependent components were eliminated by adding a few lines of code.
- Abstract-Level Architecture: An abstract-level architecture derived from the monolithic legacy system was achieved, providing higher-level insight into the system's design.
- Solution Applicability: Considering the applicability of the solution in terms of methods, dependencies, and architecture level refactoring, the solution needs to be further evaluated in terms of legacy migration for emerging software. Specifically, we focused on evaluating refactoring or modernization of the existing software to modern computing platforms such as mobile computing [43] and architecture-level refactoring of quantum software [44].
- Featured Method: This research is an effort to fill the identified gap in the literature. Scaling a monolithic legacy system can be useful for academic and industrial works. The monolithic legacy system can be scaled after its components are identified. It is useful for monolithic legacy systems that have no documentation and their components are unknown, to know how can the system be scaled further. This method helps achieve high cohesion and low coupling of the monolithic legacy system’s components.

II. RESEARCH METHOD AND COMPONENT MAPPING

A. Research Method

1) Research Questions (RQs)

- RQ1. What techniques/methods are reported in the literature regarding the identification of the components of the developed monolithic legacy system and the removal of the dependencies of applications’ components?
- RQ2. Why is it necessary to find and remove the dependency on the monolithic legacy systems application’s components?
• RQ3. How to resolve the dependency issue of the application’s components in order to increase the scalability of the monolithic legacy system?
• RQ4. What is the impact of the novel proposal when compared with the state of the art?

<table>
<thead>
<tr>
<th>TABLE II. RQs DISCUSSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>RQs</td>
</tr>
<tr>
<td>-----------------------</td>
</tr>
<tr>
<td>RQ1</td>
</tr>
<tr>
<td>RQ2</td>
</tr>
<tr>
<td>RQ3</td>
</tr>
<tr>
<td>RQ4</td>
</tr>
</tbody>
</table>

The research method comprises the following components:

• Critical literature evaluation and analysis.
• A method for proof of concept is built in order to validate results.
• Case study results and analysis of data for answering the raised research questions.
• Concluding the research based on analyzed data and own interpretive deductions.

2) Rationale

Table II discusses the research questions. We undertook the study in order to find the dependent and independent components of a monolithic legacy system. After finding all the components of the system, we removed the dependencies of components and classes by using the proposed model with metrics-based clustering. The monolithic legacy system can scale by using the proposed method.

3) Type of Study

The contextual investigation is similar in nature to what will be utilized in the current study. Comparative study is conducted to find out the impact of large and small projects in order to remove the component dependencies.

4) Study Analysis

We measured and compared the results of the project keeping in mind the reusability of components and the achievement parts (e.g. dependent and independent components, relationships among components, and abstract level system’s architecture) of the proposed model.

5) Case Study Context

Proposing a new technique is the primary context of the case study.

6) Expected Result

By using the proposed method for increasing the scalability of a monolithic legacy system, the expected result was completed successfully.

7) Component Mapping

To identify the software components of monolithic legacy systems, we made the component model of Figure 2 and showed the relationships among all methods (Figure 1).

B. Attribute Relations

Attributes are variables where data are stored temporarily. The first step of the proposed method is to start from the variables in order to find the dependent and independent components of the monolithic legacy system. We provide a list of attributes in Figure 1 (V1-13, V1-V59, V60-V67). A = Attribute, V= Variable

C. Methods

In the second step, we list down all the methods (Table III). We identified the relationships between methods and attributes (Figure 1).

D. Attributes to Methods

We listed down all the attributes and created relevant groups. We define the groups of methods with relevant attributes (Figure 1).

E. Mapping Methods to Component

The different method collections are defined (Figure 1). Each silhouette is composed of different sets of methods. The silhouette interface is the boundary of methods and sets of attributes inside the silhouette center. These interfaces have a link with other methods from the outside of the silhouette. Figure 2 describes the attribute mapping component model. This model shows the mapping structure of the components.

F. Lack of Cohesion of Methods (LCOM)

The single obligation rule expresses that a class should not have more than one motivation to change. Such a class is said to be durable. A high LCOM esteem, by and large, pinpoints an inadequately cohesive class.

$$\text{LCOM: max} \left( \left( 1-2 \right), 0 \right) \quad (1)$$

Maximal Cohesion: attributes are accessed by all methods

$$\text{LCOM} = 0 \quad (2)$$

No cohesion: a unique attribute is accessed by each method

$$\text{LCOM} = 1 \quad (3)$$

$$\text{LCOM}(C) = \begin{cases} J - Q, & \text{if } J > Q \\ 0, & \text{Otherwise} \end{cases} \quad (4)$$

where $J$ is the number of pairs of discrete strategies in $C$ which don't share instance attributes, $Q$ is the number of pairs of discrete strategies in $C$ which share the instance attributes, $m$ is the number of methods, $a$ the number of attributes, $m(A_i)$ the number of methods that access $A_i$

$$m(A_i) = \frac{1}{m} \sum_{m} m(A_i) \quad (5)$$

Maximal Cohesion: all methods access all attributes

$$m(A_i) = m \text{ and } \text{LCOM} = 0 \quad (6)$$

No cohesion: each method accesses a unique attribute

$$m(A_i) = 1 \text{ and } \text{LCOM} = 1 \quad (7)$$
If some attributes are not accessed at all, then:

\[ m(A_i) = 0 \]  \hspace{1cm} (8)

and if no attributes are accessed:

\[ \left( \frac{1 \times \sum_{i=1}^{m} m(A_i)}{1-m} \right)^m = \frac{m}{1-m} = 1 + \frac{1}{m-1} \]  \hspace{1cm} (9)

III. PROPOSED SOLUTION MODEL

A. Solution Brief

In this proposed method, we used different techniques (clustering, matrices, and LCOM matrix formula). This approach is divided into different categories. First, we extract the abstract-level solution model for understanding the method flow and its different sections (Figure 1) in an abstract-level model design. After this, we made a detailed solution design model with different sub-phases, which shows the holistic flow of the solution design.

B. Project Brief

The monolithic legacy system is a .net project. There were two projects, the first one a small pilot study, and the second is one of medium level. The proposed technique was applied to both projects. We measured the results and the type of impact on through this proposed method. We used the proposed method on classes and methods/functions to find the similarities and dependencies of every class and method/function. This helped us to recognize the components of the monolithic legacy system. To identify the monolithic legacy system components, two sets of categories of components were made, independent components and dependent components. The way to verify dependent components is mentioned below. Finally, we removed the component dependencies (Figure 1) and scaled the monolithic legacy system by adding a new component. The medium level project development was made in the MVC .NET Framework. The duration of this project was four months and two developers were employed. The number of code lines was 7,944 and a total of 330 classes formed the depth of inheritance. Further details and significant parts of the project are mentioned in Table III.

Figure 3 shows the procedure at the abstract level of our proposed method and its flow. The proposed method has five processes. The first process is the project. Projects must have classes or methods/functions. The second process is the clustering technique, which we used with metrics in our method. The third process is identifying components by applying the proposed method. The fourth process gives us an
abstract-level architecture model of component relations. In the last process, we identify dependent and independent components. We add a few lines of code to remove the dependencies where it is necessary.

We performed experiments on an industry-based monolithic legacy system and a pilot study. We found that the impact was the same in both studies. Our approach helps the developer identify components and the system’s structure. It also allows the architect to create abstract-level architecture. We performed the clustering technique with metrics on components to find the similarity and dependency of each method used in the monolithic legacy system. Based on the proposed method, we identified the monolithic legacy system’s components in two different categories of components, independent, and dependent. Independent components are easily scaled and reused without any risk, but dependent components cannot be easily scaled or upgraded in the monolithic legacy system, so it was needed to make the dependent components independent. We also identified the abstract level architecture of the monolithic legacy system. Once we identified all the system’s components, we created the architecture of the monolithic legacy system based on the components’ relations and the method’s logic (Figure 7).

![System Application Component Model](image)

**Fig. 4.** Holistic proposed solution model.

The project in the first process is a monolithic legacy system that can be a web application or desktop software and can be written in any programming language. The second process is the basis of the proposed method, which we designed using the clustering technique. The proposed method is based on metrics. We used clustering techniques in our method for making groups or related methods that are being used in a monolithic legacy system. We find the code methods/functions and insert each method/function in the metric. We also write the value of each method, i.e. how many times this method/function is used in other methods. Also, we checked and wrote the accessibility of each method for another method. We counted the number of usage values by applying intersection and writing down the exact values in the metric and how many times it is being used in other methods. The third process is defining a monolithic legacy system’s components. In this process, we find components based on our metrics, check the relations, and make groups by using the clustering technique and further separate them into groups. Each group expresses its related component. We measured the relationships among methods/functions and found the relations among components that show the dependency among them. The independent components were also found. The fourth process is a component architecture model of the monolithic legacy system. To reach this process, we have identified the dependent and independent components of the monolithic legacy system and the relationships among all components. We see the complexity of the methods and the complexity of the components’ relationships to make them independent. We make new classes or write code for methods to make them independent. We make the abstract-level architecture model of components by using their relationships. It is a high-level architecture model.

![TTMS component abstract architecture model](image)

**Fig. 5.** TTMS component abstract architecture model.

Figure 5 shows all the components used in this project. These components are fully functional in the system. We designed all component models with the Enterprise Architect Tool. We used the standard rules, the "provider," and the "required" interfaces. Details about Figure 5 are described below:

- Request: it has the functionality to execute a request by Employee, Admin POC, or Approver. Requests can be generated under different conditions like priority, category, and location wise.
- Employee: it creates the request and checks its progress. Emails are generated on the biases of each request’s action. An employee can communicate directly to its related POC.
- Approver: it can create or proceed with a request which is created by the employee or on behalf of an employee. It has the capability to make the request on behalf of employees who are under the POC.
- Admin POC: it can create a request for itself and also on behalf of an employee. It has the capability to make the request on behalf of employees who are under the POC. Once a request is created on behalf of an employee, an email is sent to the employee about its update. The POC also has limited rights based on locations and category. The POC can only create or proceed with a request which is under the categories and locations’ rights. The POC proceeds with the request that is created by the employee or itself. The POC can entertain any request which comes under its roles. It can reject the request made by the and
send a comment about the rejection whereas it can also communicate for further information about the request. After completion, of all proceedings of request and return from the vendor, the POC verifies the request and generates the invoice according to verification. All details of the invoice were automatically fetched from the database, which has been updated by the vendor. The POC can adjust the amount if something is missed by the vendor and let them know. This adjustment history is maintained with previous and new records. A POC can generate reports in detail or summary and with different filters to see things like categories, locations, and dates.

• **Approver**: it can proceed with the new request by itself. The approver can proceed with the request, which is forwarded by the POC for approval. The Approver can entertain any request and submit it to the vendor, which comes under its roles and amount limit. The Approver can communicate with POC regarding requests or can reject the request back to POC with reasons. An Approver can check the request’s details. The Approver also has the role of seeing the reports.

• **Vendor**: The Vendor must deliver the required items in requests. If a Vendor does not have a task, it can update the missing items in a request. The Vendor can communicate with the POC if it needs more details about the request’s items. The Vendor can respond to the request and can check its progress. Once the job is done and all the items of the request are delivered, the Vendor closes the request as completed. If some items are delivered, the Vendor can update the request’s status as a partial and can close it.

Figure 6 displays the intersection point between the Admin POC and the Approver components with the Employee component. This diagram visually represents the interdependencies that exist among these components, particularly their reliance on the Employee (request) component. The Admin POC and Approver components are intricately connected to the Employee component, as they rely on its functionalities to perform their respective tasks.

Figure 7 provides a visual representation of the interfaces, requirements, and providers associated with each component within the system. It is important to note that Figure 7 represents the dependent component model prior to implementing the proposed method. Within this model, a clear observation is made: all components, namely Employee, Admin POC, and Approver do not depend on the Request component. This dependency indicates that the functionality and proper operation of these components rely on the availability and proper functioning of the Request component.

![Fig. 6. Intersection among components.](image)

![Fig. 7. TTMS component relation architecture design with required and provider interface.](image)

![Fig. 8. Independent component model.](image)

![Fig. 9. Employee Request component.](image)

Figure 8 shows the independence of the Requester component among all components. This component model is created after applying our proposed model, which clearly shows the elimination of component dependencies. Employee, Admin POC, and Approver components were dependent on the Request component before. Now, after removing the dependency, the employee component is separated from the Request component. Figure 9 presents a comprehensive overview of the dependencies within the system, showcasing the intricate interconnections among various methods and components. This diagram elucidates the profound bond
established with a specific method and how it affects the functioning of other components. Interdependencies with other components create a web of relationships that significantly impact the overall system's functionality and performance. This depiction of dependencies in Figure 9 reinforces the need for a comprehensive approach to system design and maintenance, where careful consideration is given to understanding and managing these intricate bonds. By recognizing the significance of these dependencies, system architects can make informed decisions to optimize system performance, enhance modularity, and enable seamless integration of future enhancements or modifications.

Figure 10 provides a clear visualization of the dependencies between all methods within the system and the Request component. This diagram highlights the crucial role of the Request component as a central entity, upon which various methods rely for their operations. It demonstrates the intricate network of dependencies, emphasizing that each method requires the functionality and data provided by the Request component to fulfill its purpose effectively. Moreover, it is worth noting that a significant change has been implemented concerning the dependency of the Admin POC component, as indicated in Figure 15. This change removes the dependency of the Admin POC component on the Request component, which was previously present. This alteration reflects a modification in the system's architecture, enabling the Admin POC component to operate independently, without relying on the Request component for its functionalities. By visualizing the dependencies in Figure 10, system designers and developers can gain valuable insight into the relationships among methods and components. It provides a basis for identifying potential areas of optimization, enhancing modularity, and improving the overall efficiency of the system. The removal of the dependency of the Admin POC component, as depicted in Figure 15, demonstrates a proactive approach to decoupling dependencies and refining the system's architecture for enhanced flexibility and adaptability.

Figure 11 visually illustrates the dependencies between all methods and the Approver component within the system. This diagram showcases the vital role of the Approver component as a central entity that various methods rely on for their functionality. It effectively portrays the intricate network of dependencies, emphasizing that each method requires the Approver component for its specific tasks effectively.
Figure 16 illustrates a significant modification made to the system's architecture, specifically the removal of the dependency on the Approver's component. This change, as depicted, enables the Approver's component to function independently, freeing it from relying on the Request component for its operations. The visual representation in Figure 11, combined with the adjustment showcased in Figure 16, emphasizes the system's adaptability and flexibility. It reflects the effort to reduce dependencies and enhance the modularity within the system's design. By removing the dependency on the Approver's component and accommodating different request models, the system becomes more versatile and capable of handling diverse scenarios effectively. These modifications not only improve the overall efficiency and maintainability of the system but also pave the way for future scalability and extensibility. System designers and developers can utilize the insights provided by Figures 11 and 16 to optimize the system's architecture, ensuring smooth operation and facilitating seamless integration of additional features or enhancements.

Table IV serves as a valuable qualitative representation of the dependency relationships among all components within the system. It provides insightful information about the ways different components rely on each other to fulfill their functionalities. By examining Table IV, we can observe that the Employee (Request) and Admin components depend on each other, implying that their operations are closely intertwined. Additionally, the Approver's method is primarily reliant on the Create() method, indicating a more specific dependency within the system. Table V showcases the transformative outcome after applying the proposed method and removing the dependencies among components. The Table clearly demonstrates that the monolithic legacy system's components have become independent, marking a significant shift in the system's architecture. Table V represents the main result of the decoupling process, highlighting the successful attainment of independent components that were previously dependent. The removal of dependencies has freed the components from relying on each other, enabling them to operate autonomously. This newfound independence among the components has substantial implications to the system. It enhances modularity, flexibility, and scalability, allowing for easier maintenance and future modifications. Each component can now be modified, updated, or replaced without causing disruptions to other components, fostering a more efficient and adaptable system. The results as presented in Table V, reinforce the success of the proposed method in decoupling the components and transforming the monolithic legacy system into a more independent and robust architecture. System designers can refer to this Table in order to understand the impact of the applied changes and assess the overall effectiveness of the method in achieving the desired outcome.

### Table IV. Dependent Components of the Monolithic Legacy System

<table>
<thead>
<tr>
<th>Components</th>
<th>Employee</th>
<th>Admin POC</th>
<th>Approver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee</td>
<td>Create()</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Admin POC</td>
<td>InprocessRequests()</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Approver</td>
<td>ReturnedRequests()</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>EditReturnedRequests()</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>RejectedRequests()</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>CompletedRequests()</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### Table V. Independent Components of the Monolithic Legacy System

<table>
<thead>
<tr>
<th>Components</th>
<th>Employee</th>
<th>Admin POC</th>
<th>Approver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employee</td>
<td>Create()</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Admin POC</td>
<td>InprocessRequests()</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Approver</td>
<td>ReturnedRequests()</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>EditReturnedRequests()</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>RejectedRequests()</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>CompletedRequests()</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
Figure 12 depicts the dependency relationship with a Requester component within the system. This diagram visualizes how other components rely on the requester component for certain functionalities. It highlights the integral role played by the Requester component in facilitating communication and data exchange within the system. The basis for this transformation is reflected in Table V, which likely served as a reference for identifying and resolving dependencies. By eliminating the dependency on the Requester component, the system achieves greater independence and modularity. This architectural change enables the requester component to function autonomously, without relying on external dependencies. Figure 15 represents the culmination of these efforts, illustrating the requester component as dependency-free. This revised graph demonstrates the success of the proposed method in removing dependencies and streamlining the system's architecture. The removal of dependencies offers several advantages, including enhanced flexibility, improved maintainability, and the ability to modify or update individual components without affecting the entire system's functionality.

By referring to Figures 12 and 15, system designers and developers can gain valuable insight into the evolution of the system's dependency structure and the resulting benefits of removing dependencies. These visual representations provide a clear understanding of the architectural improvements achieved through the proposed method, facilitating a more efficient and adaptable system design.

Figure 12 presents the dependency relationship between the Create() method and the Request component within the system. This diagram visually depicts how the Create() method relies on the functionality provided by the Request component. It highlights the integral role played by the Request component in facilitating the execution of the Create() method. The removal of dependencies between the Create() method and the Request component offers several benefits. It enhances the modularity and flexibility of the system, allowing for independent modifications and updates to each component without affecting the others. It also simplifies maintenance and reduces the risk of cascading failures that could arise from interdependencies. By referring to Figure 13 and Figure 16, system designers and developers can gain valuable insight into the evolution of the system's dependency structure. These visual representations effectively showcase the successful implementation of the proposed method in removing dependencies and optimizing the system's architecture.
Figure 15 provides a clear representation of the independent components within the system. It illustrates the components that are completely detached from the Admin POC and Approver components. This diagram effectively conveys the autonomy and independence of these components, demonstrating their ability to operate independently without relying on the Admin POC and Approver components. The visual depiction in Figure 14 emphasizes the distinct separation of these components from the rest of the legacy system, underscoring their self-sufficiency and freedom from external dependencies.

Figure 15, on the other hand, showcases an independent component that is entirely detached from the employee Requester component. This diagram illustrates the clear separation of this component from the employee Requester component, highlighting its autonomy and self-reliance. From Figure 15, it becomes evident that this independent component's methods are distinct and separate from those of the employee Requester component. This delineation emphasizes the component's ability to function independently, without any reliance on the employee Requester component.

In contrast, Figure 16 presents a component that is entirely independent of the employee Requester component, but it remains dependent on the Admin POC. This diagram depicts the component's autonomy and independence from the employee Requester component, while also highlighting its reliance on the Admin POC component.

By examining Figures 14-16, system designers and developers can gain a comprehensive understanding of the independence and interdependencies among components within the system. These visual representations offer valuable insight into the architecture and relationships between components, enabling informed decision-making for system optimization, modularity, and scalability.

V. CONCLUSION

The current work presents a novel approach in identifying the dependent and independent components of a monolithic legacy system. This research gives awareness to understand and increase the scalability of an already developed monolithic legacy system. The favorable primary position of the proposed method is the accomplished high cohesion and low coupling of components. These useful points assume the job of tackling the issues which require software evolution. To the best of our knowledge, no published study proposes any comprehensive technique or framework to find the components with relations and no method has yet been proposed on removing the dependencies of dependent components. From the existing literature, four research questions were derived on the bases of issues regarding monolithic legacy systems. In this paper, the significant section of the proposed solution, where the operations are executed, provides proof of results in terms of validation with all the aspects of the research results. These experiments were performed on an industry-based project.

In future work, the creation of an automated tool that helps find the dependent and independent components of the project is needed based on the proposed method and for architecture recovery.
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