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ABSTRACT 

Predicting stock markets remains a critical and challenging task due to many factors, such as the 

enormous volume of generated price data, instant price data changes, and sensitivity to human sentiments, 

wars, and natural disasters. Since the previous three years of the COVID-19 pandemic, forecasting stock 

markets is more difficult, complex, and problematic for stock market analysts. However, technical analysts 

of the stock market and academic researchers are continuously trying to develop innovative and modern 

methods for forecasting stock market prices, using statistical techniques, machine learning, and deep 

learning-based algorithms. This study investigated a Transformer sequential-based approach to forecast 

the closing price for the next day. Ten sliding window timesteps were used to forecast next-day stock 

closing prices. This study aimed to investigate reliable techniques based on stock input features. The 

proposed Transformer-based method was compared with ARIMA, Long-Short Term Memory (LSTM), 

and Random Forest (RF) algorithms, showing its outstanding results on Yahoo Finance data, Facebook 

Intra data, and JPMorgan's Intra data. Each model was evaluated using Mean Absolute Error (MSE), 

Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE). 

Keywords-stock prediction; ARIMA; SARIMA; LSTM; transformer; stock volatility; stock market; stock 

market prediction; machine learning; deep learning 

I. INTRODUCTION  

The stock market has great potential for profitmaking [1]. 
Different techniques and studies have been presented to predict 
future prices, maximize the returns of investments, and 
minimize the corresponding risks [2]. However, there are still 
risks due to unpredictable fluctuations in stock market prices, 
complicated trading circumstances in practice [3], and the 
difficulty in interpreting price movement with domain 
knowledge. Various statistical techniques with good 
interpretation, such as auto-regressive [4], tree [5], and hidden 
Markov [6] models, have been introduced for this purpose. 
Powerful prediction models [7] are expensive to train but 
provide good results. The importance of deep learning models 
cannot be ignored in powerful prediction models for sequential 
data. Deep learning models are receiving more research interest 
due to the increasing number of available datasets, growing 
computational power, and long-term dependency capability [8-
9]. Recurrent Neural Network (RNN)-based deep learning 
models such as RNN, LSTM, and Transformer have shown 
state-of-the-art results in time-series tasks. Analyzing historical 
stock market patterns can provide valuable insight in predicting 
stock values, optimizing gain, and minimizing losses [10-11]. 
Intercorrelation among different stocks is a crucial factor in 
estimating future stock prices. All tradable stocks in today's 
markets are interconnected through various attributes. 
Although correlation does not imply causation, strong 
Pearson's correlation scores suggest a potential relationship 
between correlated stocks. Therefore, investigating stock price 

trends and forecasting future changes remains a popular 
research field. 

This study aims to develop an advanced model for short-
term price forecasting, considering factors such as the global 
economy, international politics, financial performance, 
stakeholder expectations, and financial reports. Traditional 
investors face difficulties in predicting market behavior and 
selecting effective forecasting techniques to maximize profits 
and minimize losses. Predicting future stock prices is a 
challenging task for investors, companies, and financial 
organizations [12]. Variables such as the national political 
environment, economic situation, and investor psychology are 
crucial to accurate predictions. Analysts in various fields face 
numerous challenges in the forecasting of financial markets 
[13]. Stock market predictions are heavily based on factors 
such as intrinsic value, financial performance, regulatory 
requirements, GDP, natural disasters, and other variables [14]. 

Machine learning algorithms have transformed stock 
market forecasting by leveraging large and nonlinear datasets. 
These methods have shown significant improvements over 
traditional approaches, ranging from 60% to 86% [15]. Long-
term investment in established stocks is considered more 
profitable and requires less effort and time compared to other 
investments like bonds. However, short-term trading aims to 
capitalize on small fluctuations in stock values and requires 
substantial time and effort from traders, particularly when done 
manually. In this case, staying up-to-date with the latest stock 
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news is essential. Time-series stock market prediction models 
using statistical and machine learning methods help traders and 
investors make informed decisions based on historical data and 
market trends. However, these predictions are not always 
accurate, and investing in the stock market carries inherent 
risks. Traders and investors must employ well-informed 
strategies, risk management plans, and a deep understanding of 
the market to mitigate these risks. It is crucial to acknowledge 
that relying solely on stock market predictions does not 
guarantee success in trading or investing. By incorporating 
these considerations, investors can increase the likelihood of 
positive returns while minimizing the risk of loss. In light of 
the contributions of statistical, machine learning, and deep 
learning methods, this study aims to investigate two specific 
research questions: 

RQ1: Do machine learning techniques outperform the 
statistical techniques when applied to time series data? 

RQ2:  Do deep learning models effectively address 
sequential data challenges and yield superior outcomes when 
compared to machine learning algorithms? 

Previous studies used statistical time series methods such as 
moving averages and autoregressive techniques for stock 
market price forecasting. This study examined the efficacy of 
the Transformer deep learning model in predicting closing 
stock prices, leveraging its ability to handle long-term 
dependencies and address the vanishing gradient problem. This 
study aims to make the following contributions: 

1. Present a novel Transformer-based framework for 
predicting stock prices of real indices, such as Yahoo, 
JPMorgan, and Facebook, using their intraday data. 

2. Present a comparative analysis of random forest, LSTM, 
and Transformer-based models on three benchmark 
datasets. 

3. Assess the prevalent machine and deep learning models that 
can benefit financial analysis. 

4. Evaluate the effectiveness of proposed techniques using 
Root Mean Squared Error (RMSE), Mean Squared Error 
(MSE), and Mean Absolute Percentage Error (MAPE). 

Machine learning and deep learning algorithms 
revolutionized stock forecasting using historical data. In [16], 
the influence between different machine learning algorithms 
and multi-feature methods in time series was studied. In [17], 
an algorithm was presented that combined artificial neural 
networks and genetic algorithms. In [18], a look-back period 
was used for accurate forecasting. In [19], an RNN was used 
with news data to achieve better performance than ARIMA. In 
[20], LSTM was used for growth calculation. In [21], the 
SARIMA and BPNN models were compared on the Korean 
stock exchange. Previous studies have shown that the SARIMA 
model outperforms the BPNN and KOSPI models. The KOSPI 
model excels at predicting volatile and nonlinear data. 
Prediction accuracy depends on the evolution of the model. In 
[22], regression techniques were used with ARIMA for stock 
market prediction. In [23], accurate stock price prediction was 
achieved in banking-related markets using ARIMA. In [24], 

support vector machines, MLP, and logistic regression with 
technical indicators were used for NIFTY50 index prediction. 
In [25], a rigorous selection process was used to identify 
dynamic stocks on the Dar es Salaam Stock Exchange, using 
the LSTM and GRU deep learning models to forecast closing 
prices. The LSTM model outperformed GRU with a lower 
RMSE of 4.7524 and an MAE of 2.4377. In [26], a novel 
model was introduced combining LBL and RNN to capture 
short- and long-term sentiment patterns. 

Deep learning algorithms are used in computer vision, 
video games, large data, and multimedia [27-28]. RNNs are 
commonly used for time series prediction due to their ability to 
capture past data [29-30]. In [31], Bayesian RNNs were 
implemented using variational inference and measuring the 
ambiguity of the prediction. CNNs are effective in forecasting 
time sequences, such as wind power [32] and precipitation [33] 
predictions. CNN and LSTM were combined in an ensemble 
approach for air pollution quality forecasting [34-35]. LSTM 
networks were used to predict river discharge levels [36], and 
forecast stock market trends [37-38]. CNNs were also 
suggested for market price forecasting [39]. The MFNN model 
[40] combined convolution and recursive neurons for feature 
extraction in fiscal time-series prediction. LSTM was also used 
to extract data and forecast stock values with improved 
performance [41]. Deep learning models have gained attention 
in various domains, including estimating future values. For 
example, in [42], a deep learning method was used to forecast 
short-term electricity demand. 

II. METHODOLOGY 

To achieve accurate and timely results in stock market 
forecasting, it is necessary to synchronize historical data with 
streaming data and train machine learning models accordingly. 
Numerous techniques have been proposed using machine 
learning for this purpose. This study used a regression-based 
model and an LSTM-based network model. Such models 
follow a specific structural design, as shown in Figure 1, which 
includes the following processes: 

 Data Collection Stage: Stock data are collected to acquire 
the necessary dataset for analysis. 

 Data Preprocessing Stage: The collected data are subjected 
to preprocessing techniques to be transformed into a 
suitable format for further analysis. This stage involves 
tasks such as data cleaning, handling missing values, and 
normalizing. 

 Modeling Stage: At this stage, a stock forecast model is 
developed using the preprocessed data as input. Data 
analysis techniques are used to accurately predict the 
closing values of stocks. 

 Performance Evaluation Stage: The model's results are 
evaluated by comparing them with the actual results to 
assess its validity. If the model fails to produce the desired 
results, further refinement of the model or data 
preprocessing techniques may be required. Otherwise, the 
results are presented to the user. 
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 Results Presentation Stage: In the final stage, the model and 
its predictions are visually presented to the user, allowing 
for a comprehensive understanding of the results. 

 

 
Fig. 1.  Time series data analysis flow. 

A. Dataset 

This study used three benchmark datasets: Yahoo's [43], 
Facebook's [44], and JPMorgan's [45] finance data, from 
January 1, 2017, to September 17. There were no identical or 
missing values in the dataset. Six features, common in all 
datasets, were used: High, Low, Open, Close, Noise, and 
Volume. The primary objective was to forecast the closing 
price based on past data. The dataset features are described as 
follows: 

 Open price represents the initial price of a stock at the 
beginning of the market trading session. 

 Close price signifies the final price of a stock when the 
market closes. 

 High price indicates the highest value attained by a stock 
during a trading day. 

 Low price denotes the lowest value reached by a stock 
during a trading day. 

 Volume reflects the number of shares or trades executed for 
a particular stock within a given trading day. 

Before conducting a comprehensive analysis and prediction 
of the closing price, the trends in the closing prices were 
examined, as shown in Figure 2. It was evident that during the 
initial phase of the COVID-19 pandemic, the closing prices of 
the stocks experienced a significant decline, reaching their 
lowest values. 

 
Fig. 2.  Closing price history. 

B. Problem Statement 

The multivariate time series Xt data at timestamp t were 
passed to the time series model. This was defined as follows: 

�� � �������, �����
, ������, … … . . ��|�� ∈ ��� (1) 

where m is the length of input multivariate time series data and 
Xt is the multivariate vector at timestamp t. A multivariate 
vector Xt contains n variables for a single time period. The n 
value depends on the attribute values of the dataset and can be 
expressed as follows: 

�� � ������, ���
�, �����, … … . . �����|�� ∈ � (2) 

The multivariate time series input Xi∈R
(m×n)

 represents the 
historical multivariate data for a part-time period from t-m+1 to 
t. In this study, the dataset had multiple input variables to 
forecast the close prices based on past data. The approach was 
to predict the multivariate vector 

���� � ����������, �������
� , … … ���������� 

of timestamp t+r with past historical data 

��  � � ������, �����
, … … … … , ��  �  

as input. 

C. Learning Based Approaches 

1) Transformer 

Although the Transformer architecture was originally 
designed for Natural Language Processing (NLP), this model 
has also found applications in time-series analysis and 
computer vision tasks. One of the key elements of Transformer 
is the attention mechanism, which allows for a targeted focus 
on specific information. This study used a variant called the 
sparse-attention Transformer to predict the closing prices of 
stocks. This variant offers reduced memory requirements, 
enabling effective handling of longer historical data for more 
accurate forecasting. Figure 3 illustrates the architecture of the 
proposed approach. 

The Transformer distinguishes itself from previous 
approaches in time series data and forecasting by employing an 
attention mechanism [41]. This mechanism enables the 
Transformer to selectively focus on relevant information in 
historical data, disregarding irrelevant features. On the 
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contrary, LSTM encounters difficulties in processing long 
sequences of data due to short-term memory issues. LSTM 
updates a hidden state with each new input token, resulting in a 
prolonged sequence of input. However, LSTM encounters 
challenges in propagating the entire set of long input sequences 
due to the vanishing gradient problem. As a consequence, 
earlier tokens in the long input sequence are gradually 
forgotten. In contrast, Transformer retains indirect connections 
to all preceding timestamps, facilitating information 
propagation across significantly longer sequences. 

 

 
Fig. 3.  The Transformer architecture.  

The Transformer model consists of two primary 
components, the encoder and the decoder. The encoder applies 
dot-product attention iteratively within the input sequence, 
preserving the sequence length. On the other hand, the decoder 
generates the output by using dot-product attention between the 
encoded input and output sequences, with the initial decoder 
layer containing a placeholder sequence. The proposed method 
used the full encoder-decoder structure, allowing the decoder to 
directly generate a forecast sequence of the desired length. The 
primary components of the Transformer model include the 
input, encoder, attention mechanism, and decoder. 

 Input: The nonsequential processing of historical 
information poses a significant challenge for the 
Transformer network. To address this problem, positional 
encoding [47] is used to provide context on the relative 
distance between each token and the current timestamp. 
This information is crucial for determining relevance in the 

self-attention mechanism. Positional encoding assigns a 
unique real number to each location, ensuring that it is not 
duplicated. The positional encoding function PE( ) for a 
given multivariate time series data Xt is illustrated in the 
following equations: 

����� , 2�� � �� + �� ! "#
�$$$$%&'

(  (3) 

����� , 2� + 1� � �� + *+� ! "#
�$$$$%&'

(  (4) 

The attention block calculates attention weights by taking 
the dot product between vectors. The size of the vectors 
determines the behavior of the attention mechanism. In this 
scenario, as the stock closing price is represented by a one-
dimensional vector, this is addressed by expanding the 
input to a higher embedding dimension using a linear layer. 
The output of the linear layer transforms the decoder 
information into a one-dimensional sequence. 

 Encoder: This is a layer that encompasses multiread self-
attention along with a two-layer feedforward section. 

 Attention: Dot product attention is a commonly used fusion 
mechanism within transformer models. It derives its name 
from the fact that attention weights are calculated through 
dot products of queries and key vectors. Self-attention is 
used in the encoder, expressed by the following equation 
[5]: 

,--. -�+ ��� �  / 01�2��3�2���4
√6 7 8���  (5) 

This equation pertains to self-attention, wherein the query 
and key vectors are extracted from the input sequences. 
However, in the decoder attention block, the query vectors 
are obtained from the output sequence, while the key 
vectors are derived from the encoder output. 

 Decoder: The decoder consists of multiple decoding layers, 
where each layer incorporates self-attention on the decoder 
output, and subsequently, attention is applied between the 
decoder output and the processed sequence obtained from 
the encoder. 

2) Long Short-Term Memory Network (LSTM) 

RNN is a variant of neural networks that incorporates 
feedback, allowing the modeling of sequential data. The LSTM 
model is a widely used RNN that excels in various problem 
domains [45-47]. LSTM units have a memory capability, 
enabling them to retain information from previous 
computations, making them suitable for tasks that involve 
sequential data. Within the LSTM model, gated cells play a 
pivotal role in regulating information flow within the network 
[48]. The LSTM architecture consists of input, forget, and 
output gates. The input gate (fi) controls the information to be 
updated based on the incoming signal, while the forget gate (ft) 
determines which states should be retained or forgotten. The 
output gate (Ot) decides whether the cell state should influence 
other neurons or not. Activation functions, such as logistic 
layers, produce values between 0 and 1 in each layer. The 
LSTM layer generates a new vector that is added to the state, 
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facilitating memory retention and information flow [49]. 
LSTM networks are useful for examining the impact of one 
stock's price change on multiple other stocks over time. They 
can provide insight into the duration for which past stock price 
patterns should be considered and help predict future trends in 
stock price variations. LSTM networks offer a powerful 
approach for analyzing time-series data and extracting 
meaningful insights for forecasting and trend analysis. The 
following equations provide a mathematical representation of 
the flow of information within LSTM: 

9� � /�:";�� + :<;=��� + >;�  (6) 

�� � /�:"��� + :<�=��� + >��   (7) 

?� � -@ ℎ�:"B�� + :<B=��� + >B �  (8) 

�� � 9� ∗ ���� + �� ∗ ?�    (9) 

+� � /�:"D�� + :<D=��� + >$�   (10) 

E� � +� ∗ -@ ℎ�F��    (11) 

The proposed LSTM model consists of an input layer, two 
hidden layers, and an output layer. The input layer consists of 
50 neurons, while the first hidden layer consists of 50 neurons, 
and the second hidden layer contains 25 neurons. The final 
layer contains a single cell. The model was trained using two 
different group sizes, namely 1 and 15 epochs. This study used 
the Adam optimizer and MSE as the loss function. To 
determine the optimal parameters, a series of tests were 
conducted and the parameters that yielded the best results were 
selected. 

3) Random Forest 

This model is an ensemble approach that can assist in 
categorization and regression problems. While learning, a 
random selection of features is chosen using a modified tree-
learning method. This approach regulates only a random subset 
of factors to determine the optimal split at each node. The input 
vector is given to each tree in the Random Forest Model (RFM) 
for the classification assignment, and each tree casts a vote for 
a class. Then, the class that receives the most scores is selected. 
Compared to other models, RFM can handle large input 
datasets and eliminates the overfitting problem by aggregating 
or combining the results of different decision trees. RFM is a 
suitable choice for time series tasks, due to its ensemble nature. 
This study used the random forest regressor with 100 
estimators to predict the closing price. The RFM aggregates the 
outputs of individual decision trees to determine the mean 
value for regression tasks and uses consensus voting among 
decision trees for classification tasks. Several hyperparameters 
can be tuned to enhance the RFM performance. Notable 
hyperparameters include maximal features, minimal sample 
split, and the number of estimators. The number of estimators 
determines the number of decision trees constructed, and more 
trees generally improve performance at the cost of increasing 
computation time. The minimal sample split determines the 
minimum number of samples required to split an internal node, 
which should be adjusted based on the dataset's size. 
Furthermore, RFM is used to assess the relative importance of 
features, allowing the selection of the most significant 

characteristics for model construction. Overall, the RFM 
provides a robust framework for tackling categorization and 
regression problems, particularly in handling large datasets and 
capturing temporal patterns. 

III. RESULTS 

Three benchmarks were used to train and testing the 
proposed models. These datasets were divided into training and 
test datasets in a 70:30 ratio, respectively. A PC with a 2.60 
GHz Intel i7 CPU and 16 GB of RAM and Python Pytorch 4 
on Widows 10 was used for all tests. The time (s) required to 
finish one round of processing is noted for each type. The 
following metrics were used, with their respective 
mathematical formulas: 

 RMSE: Measures the deviation between the actual and 
predicted values. 

RMSE � K�
L ∑ �yO −  y�
LQR�    (12) 

 MAE: Represents the average of the absolute errors in 
prediction across all samples in the test dataset. 

MAE � �
L ∑ |yO −  y|LQR�    (13) 

 MAPE: Quantifies the accuracy of the predictions in 
percentage terms. 

MAPE � �
L ∑ |UV� U|

U
LQR�     (14) 

The investigation of RQ1 showed that machine learning 
algorithms yield superior outcomes compared to the statistical 
ARIMA model. This study used a range of models including 
ARIMA, Random Forest, LSTM, and Transformer. Tables I, II, 
and III display the comprehensive findings that correspond to 
the datasets collected from Yahoo Finance, Facebook, and 
JPMorgan, respectively. In particular, Tables I-III illustrate that 
the ARIMA model performed worse than the learning-based 
techniques. The investigation of RQ2 showed that deep 
learning algorithms delivered superior results compared to 
conventional machine learning models. This validation is 
evident in Tables I-III across all benchmark datasets. The RFM 
exhibited inferior performance when compared to LSTM and 
Transformer-based models. The Transformer-based approach 
demonstrated significantly improved results compared to both 
machine learning and statistical methods. 

TABLE I.  YAHOO FINANCE DATASET 

Models MAE RMSE MAPE 

ARIMA 2.351 3.099 1.503 

Random Forest 2.250 3.154 1.500 

LSTM 1.758 2.157 1.425 

Transformer 1.254 2.056 1.256 

TABLE II.  FACEBOOK STOCK FORECASTING RESULTS 

Models MAE RMSE MAPE 

ARIMA 2.423 3.256 1.423 

Random Forest 2.265 3.164 1.240 

LSTM 1.756 2.124 1.435 

Transformer 1.095 1.985 1.125 
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TABLE III.  JPMORGAN FORECASTING RESULTS 

Models MAE RMSE MAPE 

ARIMA 2.389 3.453 1.564 

Random Forest 2.145 3.256 1.356 

LSTM 1.0995 2.125 1.235 

Transformer 1.088 1.865 1.116 
 

(a) (b) 

  

Fig. 4.  Transformer forecasting on (a) FB and (b) JP Morgan. 

IV. DISCUSSION 

Due to continuously fluctuating stock values that depend on 
numerous factors, predicting the return of the stock market is 
both important and difficult to do. This complexity and 
dependency on various factors make it difficult to accurately 
forecast the returns and closing prices of multiple stocks in the 
stock market. Although each company's website lists a small 
portion of the previous dataset, such as High, Low, Open, 
Close, and Volume, this information is inadequate to make a 
reliable forecast. This information only projects a narrow 
picture of the prospects and performance of the stock in the 
future. These variables can be used to generate new variables to 
increase the accuracy of the prediction. An increased number of 
variables responsible for the movement of the stock market can 
make the predictions more accurate. The most widely used 
method for making stock forecasts is a trend-based strategy that 
extrapolates a company's future worth from its historical stock 
prices. This method assumes that the particular company 
maintains its previous position and keeps going on the track, 
therefore, maintaining the projectile based on its past record. 
This is regarded as a tried-and-trusted strategy. Traders or 
investors have the greatest impact on a company's worth, and if 
everyone follows the same strategy, it will produce the same 
results. Since people tend to follow similar approaches, the 
result was expected. As a result, the primary driver of a 
company's ultimate value is its investors. Predicting broad 
trends is simple, but predicting a sudden shift in a company's 
worth is challenging and has long confounded academics and 
researchers, as it typically occurs as a result of various factors, 
such as significant company news or changes to the general 
stock market. 

This study used an LSTM and a Transformer model to 
forecast stock market prices. These models were evaluated on 
three benchmark datasets, using three distinct situations, 
including daily predictions of using timestamps from 30, 60, 
and 90 days in the past. The results showed that a 90-day 
timeframe yielded superior results as the models advanced in 
their learning of more data distribution. The suggested 
techniques performed well, which can help achieve the desired 
outcomes. The combination of LSTM and regression 
significantly increased the precision of the process and 

generated better outcomes. Newly developed deep learning 
techniques for market forecasting produced promising 
outcomes, as the proposed Transformed-based method 
maximized the accuracy of the predicted stock prices. 

Due to the complications in examining the stock data and 
the fluctuating closing price of the stocks, it is difficult to 
carefully analyze the stock data using conventional machine 
learning methods. To decide which company's stock to 
purchase or sell, an investor must first understand how the 
stock market fluctuates. Future stock prices are heavily 
influenced by a variety of factors, including company traits, the 
stock's historical price, and recent financial news about that 
particular stock. This study was designed to assist investors in 
making informed decisions regarding the buy or sell process 
and protect them from potential financial losses. 

V. CONCLUSION AND FUTURE DIRECTION 

The stock market is a complex and ever-changing 
environment that is difficult to predict accurately. Traditional 
methods of analyzing stock data may not be enough to provide 
investors with reliable insights into the stock market. Machine 
learning and deep learning algorithms offer promising solutions 
to this problem. By analyzing historical stock data and using 
advanced techniques, these algorithms can generate predictions 
with greater accuracy, enabling investors to make more 
informed decisions about buying or selling stocks. In addition, 
the Transformed-based framework proposed in this study could 
help investors protect themselves from financial loss by 
allowing them to predict the price of a stock and make more 
informed decisions. The proposed Transformer-based model 
has some limitations, such as input structure, temporal 
dependencies, interpretability, and limited training data. Stock 
exchange datasets have some time missing values and 
unstructured information that make the function and the results 
of the proposed model harder. Another problem is that time 
series are limited, so effective training cannot be possible. In 
the future, the ensemble approach of machine learning will be 
investigated with a bio-inspired technique to overcome these 
issues. 
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