Multi-Goal Feature Selection Function in Binary Particle Swarm Optimization for Power System Stability Classification
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ABSTRACT

The input feature is vital for power system stability classification. Feature selection can reduce the size of the input feature, making classifier training easier, and the small size of the input feature subset also reduces the cost of purchasing sensor measurement equipment. Therefore, feature selection works require an efficient seeking method. Binary Particle Swarm Optimization (BPSO) is a simple and easy-to-implement evolutionary calculation technique. While the classification accuracy of BPSO is essential, it is also needed to drive the algorithm to minimize the number of variables. The proposed approach is to apply a multi-objective function to help the BPSO algorithm identify the subset of features that can achieve the minimum number of variables and the highest classification accuracy. The k-nearest neighbor classifier is employed in the experiments to evaluate the classification performance on the IEEE 39-bus dataset.
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I. INTRODUCTION

Stability analysis of electrical systems is a highly complex problem [1]. Stability losses of electrical system cause widespread power outages and often significant economic damage [2]. The load growth is outpacing the investment in transmission lines and power generation. As a result, incidents can easily lead to power system instability and outages [3, 4]. Therefore, rapid detection of power system instability is crucial [1], but traditional analytical methods cannot achieve it. This difficult requirement can be resolved using a recognition method [5-7]. Once trained on input-output data, operating modes, and stability modes of the electrical system, the recognition system will quickly detect the instability of the electrical system [8]. However, the abundance of input data is a significant obstacle for the recognition system in learning and operation, adding a high cost of measuring sensor data and collecting data. Therefore, in recognition problems, the important issue is to make the input variables accurate and straightforward. In recognition of the stability analysis of electrical systems, previous studies have proposed solutions for the primary variable selection process, mainly using ranking methods to select variables. The Relief method and the divergence criterion are applied in [9]. In [9-10], the Fisher criterion is applied. Ranking methods are based on statistical criteria but do not consider the recognition error and are not optimal. Advanced calculation techniques can help optimally expand the search space. Binary Particle Swarm Optimization (BPSO) is a simple and easy-to-implement candidate computational optimization algorithm for feature selection in the stable electrical system classification problem. In this, the important objective function is the classification error. However, more than one objective functions based solely on classification error are required to guide the BPSO algorithm toward selecting small and low-dimensional inputs [11]. This paper proposes the application of a multi-objective feature selection function based on the minimum classification error with minimum size of feature-subset or the highest classification accuracy with the least number of input feature-subset. The K-Nearest Neighbor (K-NN) algorithm is
recommended for assessing the classification performance in the BPSO algorithm. The proposed method is tested on the IEEE-39 bus power system data.

II. BACKGROUND

A. Goal Function

1) Correct Classification
In the steady-state power system classification, the Correct Classification is calculated according to (1):

\[ CC(\%) = \frac{CSC}{TSC} \times 100(\%) \]  

where CSC (Correct Sample Classification) is the number of correctly classified samples and TSC (Total Sample Classification) is the total number of samples in the sample set.

2) Error Classification
Error Classification is calculated by:

\[ EC(\%) = 1 - CC(\%) \]  

3) Multi-Objective Selection Function
In BPSO (Figure 1), the total number of variables in the data set is the size of the search space. A binary string represents each candidate (a particle). The bits ‘1’ and ‘0’ correspond to the selected and unselected variable, respectively.

Begin

Data set, k-fold; D: dimensionality of search space; N: the population size; T: maximum iterations; \( c_1, c_2, v_{\text{max}}, w \)

Randomly initialize the position and velocity of each particle:

while \( t \leq T \)

for \( i = 1 \) to \( N \)

evaluate fitness of each particle according to (6);

for \( i = 1 \) to \( N \)

update the \( P_{\text{best}} \) of particle \( i \);

update the \( g_{\text{best}} \) of particle \( i \);

end

for \( i = 1 \) to \( N \)

for \( d = 1 \) to \( D \)

update the velocity of particle \( i \) according to (2);

update the position of particle \( i \) according to (4) and (5);

end

end

Fig. 1. The BPSO algorithm.

The single objective function (2) only contains the classification error, which can lead the BPSO algorithm to converge to a solution with many variables. There are two main objectives in variable selection: the lowest classification error and the smallest number of selected variables. Therefore, the variable selection objective function (3) combines these two objectives. In practice, the number of selected variables (SF) is larger than the classification error (EC). To balance these two quantities, the second quantity of the objective function is the ratio of the number of selected variables to the total number of variables, which is aimed at converting the second quantity into the sequence (0, 1).

\[ GF = EC + \frac{SF}{TF} \]  

The objective function (3) reflects the importance of the misclassification error and the minimum number of variables having equal weighting or a weighting ratio of 1:1. If we want to consider the importance of the classification error rate and the number of selected variables differently, the \( \alpha \) weight is introduced into (3) to become:

\[ GF = \alpha \cdot EC + (1 - \alpha) \cdot \frac{SF}{TF} \]  

where \( \alpha \in [0, 1] \). For \( \alpha \in (0, 1) \), the classification error has a higher weight than the number of selected variables, while the opposite takes place when \( \alpha \in (0, 0.5) \) and when \( \alpha = 0.5 \) the importance of the classification error and the number of selected variables is equal.

B. BPSO Algorithm

The BPSO algorithm is a nature-inspired approach proposed for solving continuous optimization problems [12]. The BPSO algorithm was developed for discrete optimization problems [13]. A matrix representing the stability of an electric system is presented below. This data matrix is represented by the vector \( x_1 \). The vector \( x_1 = (x_{11}, x_{12}, \ldots, x_{1D}) \) used in the BPSO represents the position of the \( i^{\text{th}} \) sample. The vector \( v_1 = (v_{11}, v_{12}, \ldots, v_{1D}) \) is used to represent the velocity of the \( i^{\text{th}} \) sample. The size of the search space is designated as \( D \). Throughout the search process, the optimal position of each individual is recorded as \( P_{\text{best}} \). The global best position, representing the most advantageous location for the entire herd, is referred to as \( g_{\text{best}} \). The individuals in the herd are randomly generated from the population. The objective is to find the optimal solution by iteratively updating the position and velocity of each individual based on (5) and (6).

\[ x_{id}^{t+1} = x_{id}^t + v_{id}^t \]  

\[ v_{id}^{t+1} = w \cdot v_{id}^t + c_1 \cdot r_{1d} \cdot (P_{i,d} - x_{id}^t) + c_2 \cdot r_{2d} \cdot (g_{d,best} - x_{id}^t) \]  

where \( t \) is the \( t^{\text{th}} \) iteration of the search process, \( d \in D \) is the size in the search space, \( c_1, c_2 \) are acceleration constants, \( r_{1d} \), \( r_{2d} \) are random values, valid in the range \( (0, 1) \), \( P_{i,d} \) and \( g_{d,best} \) represent \( P_{\text{best}} \) and \( g_{\text{best}} \) particles of size \( d \), \( w \) is the velocity, limited to the maximum velocity \( v_{\text{max}} \) and \( v_{\text{min}} \), \( v_{\text{min}} \in [-v_{\text{max}}, v_{\text{max}}] \).

The velocity in BPSO represents the element that can take the value 1. Equation (6) is still used to update the velocity while \( x_{id}, P_{i,d} \) get the value 0 or 1. The sigmoid function \( s(v_{id}) \)
is used to convert the value of $v_{id}$ into a range of values in (0,1). The BPSO updates each sample's position using (7) and (8). The rand() function is a random number generator with a uniformly distributed output between 0 and 1.

$$x_{id} = \begin{cases} 1, & \text{if rand}() < s(v_{id}) \\ 0, & \text{otherwise} \end{cases}$$

(7)

$$s(v_{id}) = \frac{1}{1 + e^{-v_{id}}}$$

(8)

### III. STEPS TO IMPLEMENT VARIABLE SELECTION IN THE STABILITY CLASSIFICATION PROBLEM OF THE POWER SYSTEM.

The methodology for selecting variables in the stability classification of power systems involves the steps depicted in Figure 2: Initial variable selection analysis, data collection, the proposed variable selection method, and, lastly, the implementation and results.

#### Step 1: Initial variable selection analysis. Analysis for system stability assessment found that major disturbance events, such as short circuits, have a high potential to cause system instability. Thus, short circuits are of particular concern. Examining these input variables is crucial for the determination of their impact on the stability of the electrical system. This allows for the selection of variables that are strongly correlated with system stability, and facilitates the identification of key initial variables while eliminating unnecessary ones. The goal of variable selection is to minimize the number of variables used in the analysis, while maintaining the highest level of accuracy in the classification process. The selection of initial variables is a preliminary screening step to make the subsequent steps easier. The selected variables must have a low cost of sensor measurement. Suppose all variables related to the electrical system are considered. In that case, the number of variables is very large, such as the powerful effect of branches, the power resistance of branches, the powerful effect of generators, the power resistance of generators, generator voltage current, generator speed, the relative angle deviation of the generators from the standard machine, etc. The analysis of the electrical system's stability reveals a direct correlation between the loss of stability and changes in active power and voltage. Therefore, it is imperative to consider these variables.

#### Step 2: Collect and organize data. The initial data collected can be historical data stored in the data collection system when operating the power system, or they can be simulated using specialized software to build the initial data set. The data consist of input and output data. The data set is stored as a matrix of data. The input data includes data columns containing information about variables, and the data matrix rows contain the variables' parameters. The output data is a matrix containing information on whether the system is stable or unstable, assigned binary labels, matrix $y$ (bit ‘1’ is stable, and bit ‘0’ is unstable). Figure 3 presents the organization of the input and output data matrix.

#### Step 3: Proposed variable selection method. As presented above, studies on stability recognition of electrical systems mainly apply statistical standards to rank variables. The result is that the ranking method still does not give the result of how many variables are selected and what they are. The automatic and optimal selection of variables is still a big question. The BPSO algorithm is a promising candidate for variable selection in the stability classification of electrical systems and the use of one multi-objective function to guide the BPSO algorithm to find the best results is proposed. The multi-objective function is introduced in Section II.A.3. When selecting recognition sets to evaluate classification accuracy, they must meet the requirements of simplicity without considering computational time. Through our experiment, we found that the K-NN tool meets this criterion.

#### Step 4: Implementation and results. Choosing the optimal set of variables is a challenging problem as it depends on too many factors. Thus, many aspects must be considered to choose the best possible set of variables. Therefore, the multi-objective function (4) is suggested to be applied for variable selection in the implementation step.

### IV. EXPERIMENTAL RESULTS AND DISCUSSION

#### A. Results

The experiment was conducted on the IEEE 39 bus system, which comprises 39 buses, 10 of which are dedicated to generation. Additionally, the system consists of 12 transformers, 10 generators, 34 transmission lines, and 19 loads. Ten generators are connected from bus 30 to bus 39, where bus 39 is chosen as the reference bus, 9 buses are PV buses, and the remaining 29 buses are PQ buses, with two different voltage levels of 345kV and 20kV. The IEEE 39 bus system diagram is shown in Figure 4. A HP Probook Laptop, Intel(R) Core(TM) i7 8th Gen, 8GB RAM was used.
Initial variable selection analysis: The input variables are in the dynamic state containing information about the established operating mode and the fault mode, combined with expert opinions to select the initial variables, including voltage deviation at the buses \(\{\text{delVbus}\}\), load power deviation \(\{\text{delPload}\}\), and transmission line power deviation \(\{\text{delPflow}\}\). The input and output variables are \(x\) and \(y\). The survey on the diagram has 39 voltage deviation variables at the buses, 19 load power effect variables, and 46 branch power effect variables. The total number of input variables is 104 and there is only 1 output variable.

Data collection: Offline simulation was conducted using Powerworld 18 software to collect data for power system stability assessment. In this experiment, the load level considered is 100% of the base load, and the fault scenario is a short circuit. In the load flow examination, the software computes the optimal power distribution and the corresponding power flow. The faults considered are three-phase short circuits, one phase to ground, and two phases at all busbars, and along all transmission lines, with each spacing of 5% of the length of the transmission line. The cutting time of the short circuit is 50ms [14]. The state of the power system is stable when the rotor angle deviation of any two generators does not exceed \(180^\circ\), and it is not stable when it does. The simulation results show that the data set contains 317 samples, 177 stable and 140 unstable.

BPSO Algorithm and multi-objective variable selection: The K-NN (K=1, 1-NN) classifier is selected as the partitioning method. The accuracy of 1-NN classification was evaluated with the cross-validation method with k-folds=10. It involves dividing the dataset into 10 equal parts or "folds." The model is then trained on 9 of the folds and tested on the remaining 1 fold. This process is repeated 10 times, each time using a different fold for testing, while the other 9 folds are used for training. The result is the average of these 10 times. The calculation functions are supported by Matlab 2018b. The BPSO-1-NN algorithm is applied to execute the variable selection. The considered values to evaluate the importance of components in the multi-objective optimization variable selection function (4) are: \(N=\{10, 20, 30, 40, 50\}\), \(w=0.9\), \(T=100\), \(c_1=2\), \(c_2=2\), while \(\alpha\) is considered to have values in \((0,1]\) with a step of 0.1. The convergence trajectory of the algorithm is illustrated in Figure 5. The results of the variable selection, objective function value, and classification accuracy are presented in Table I.

B. Discussion
The algorithm selected 11 variables with corresponding values of \(\alpha\) weight of 0, 0.2, 0.3, and 0.4. Among them, \(\alpha=0.2\), \(N=20\), and \(SF=11\) achieved 95.6% accuracy in the testing phase.

![IEEE 39 bus system diagram](image-url)
V. RESULTS

The accuracy when $\alpha=0.8$, $N=30$, and $SF=19$ was 97.1%. The accuracy when $\alpha=0.9$, $N=50$, and $SF=24$ was 96.8%. The accuracy when $\alpha=1$, $N=20$, and $SF=46$ was 97.1%. This shows that as the value of $\alpha$ in the objective function (4) increases, the importance of the classification error decreases and the accuracy of the classification increases, but with a larger number of variables. In the case of $\alpha=1$, the objective function (4) becomes a single objective, and only the single objective of the classification error remains. There, 46 variables were selected, with the number of selected variables decreasing by 55.7%, while in the case of $\alpha=0.2$, only 11 variables were selected, with the number of selected variables decreasing by 33.7%. A classification accuracy of 95.6% is considered acceptable for stable power system classification [15–17].

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>N</th>
<th>SF</th>
<th>Best SF</th>
<th>CC (%)</th>
<th>$\alpha$</th>
<th>N</th>
<th>SF</th>
<th>Best SF</th>
<th>CC (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>17</td>
<td>0.1635</td>
<td>92.1</td>
<td>0.1</td>
<td>10</td>
<td>18</td>
<td>0.1624</td>
<td>93.4</td>
</tr>
<tr>
<td>0.2</td>
<td>20</td>
<td>15</td>
<td>0.1442</td>
<td>94.6</td>
<td>0.3</td>
<td>30</td>
<td>11</td>
<td>0.1058</td>
<td>94.0</td>
</tr>
<tr>
<td>0.4</td>
<td>40</td>
<td>14</td>
<td>0.1346</td>
<td>94.6</td>
<td>0.5</td>
<td>50</td>
<td>11</td>
<td>0.1035</td>
<td>94.1</td>
</tr>
<tr>
<td>0.6</td>
<td>10</td>
<td>15</td>
<td>0.1093</td>
<td>94.3</td>
<td>0.7</td>
<td>20</td>
<td>16</td>
<td>0.1138</td>
<td>94.6</td>
</tr>
<tr>
<td>0.8</td>
<td>50</td>
<td>11</td>
<td>0.0912</td>
<td>93.1</td>
<td>0.9</td>
<td>30</td>
<td>12</td>
<td>0.0894</td>
<td>94.0</td>
</tr>
</tbody>
</table>

The results show that when applying the BPSO algorithm for variable selection in the problem of classifying stable electrical systems, the single-objective function considering only the classification error, drives the algorithm to select a large number of variables. Therefore, applying the multi-objective function (4) for the variable selection problem in the classification of stable electrical systems is appropriate when using the BPSO algorithm.

VI. CONCLUSION

The paper proposed the application of the multi-objective function for the BPSO algorithm in selecting variables in the power system stability classification problem. The results from the experiment conducted on the IEEE-39 bus system demonstrated the success of the variable reduction technique. Reduction from 104 to 11 variables with the accuracy of up to 95.6% has significant economic implications, such as significantly reducing the cost of measuring devices to collect data. The proposed method opens up the direction of applying advanced computational techniques in selecting input parameters for the problem of classifying power system stability.
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